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Water is a natural resource that is crucial for the continuity of human 
life. The availability of clean, quality water is the human right of every 
individual and an important factor for living a decent life. However, 
water quality can be affected by various harmful substances, minerals, 
and contaminants, often originating from various sectors such as 
industry, agriculture, residential and energy. One effort to maintain 
water quality is by direct manual inspection such as the WQI and 
STORET methods. However, this method requires a lot of time. 
Therefore, machine learning is needed to help check water quality 
quickly. There have been many previous studies that have studied this 
problem with various algorithms. However, there is still a gap between 
which algorithm is best in classifying water quality because there are 
many existing algorithms. For this reason, a comparison of 7 algorithms 
was carried out to determine which method is best for classifying water 
quality by comparing metric values. The accuracy results obtained show 
that the Random Forest algorithm is the most effective in classifying 
water quality with the highest accuracy of around 84.8%, followed by 
the XGBoost and CatBoost algorithms which also show good 
performance, namely with an accuracy of 82.9% and 80.2%. Behind 
that is followed by the Decision Tree algorithm with an accuracy of 
77.3%, SVM with an accuracy of 72.3%, K-NN with an accuracy of 
70.6%, and finally AdaBoost with the smallest accuracy value, namely 
63.33%. 
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1. INTRODUCTION (capital, 10pt, bold) 

Water is one of the natural resources that is vital for 
human life, with around 71% of the earth's surface 
consisting of water [1], [2]. Every individual has the human 
right to clean water, which is an important prerequisite for 
living a decent and dignified life. Therefore, it is necessary 
to maintain the quality and quantity of water well [3], [4]. 
Water is a complex substance with many substances and 
minerals. However, water is susceptible to contamination 
by dangerous bacteria and minerals so that some of these 
substances and minerals are not safe for human 
consumption [2], [5]. Water pollution generally comes 
from various sectors, including industry, agriculture, 

housing, and energy. One example of the impact is rivers 
which often become polluted and dirty [4], [6]. 

There are many efforts to maintain water quality, which 
involve checking for disease or bacterial contamination in 
the water. Precautions will be taken if there is a decline in 
water quality [7]. Water quality can be assessed based on 
various parameters, including microbiological aspects, 
inorganic chemistry, physical characteristics, and other 
chemical parameters. Water quality parameters relate to 
minerals dissolved in water. To determine whether water 
meets health standards, you must understand the 
composition of the minerals and substances contained in 
the water. Water quality classification is usually carried out 
through manual calculations such as using the Water 
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Quality Index (WQI) and STORET methods. However, 
this method requires a lot of time to calculate, so an 
automatic system is needed to simplify the process [2], [8]. 

Machine Learning is a branch of artificial intelligence 
that can overcome this. Machine Learning can focus on 
utilizing data and algorithms to imitate the human learning 
process with the aim of increasing accuracy and the level 
of intelligence [9], [10]. Machine Learning can be used in 
various contexts to solve various problems by analyzing 
existing data and executing specific tasks [11], [12]. In this 
research, the Support Vector Machine, Random Forest, 
Decision Tree, Extreme Gradient Boosting, Adaptive 
Boosting, CatBoost and K-Nearest Neighbors (K-NN) 
algorithms were used. These algorithms can be used in the 
case of water quality classification [2], [5], [8], [13]–[16]. 

This research aims to compare metric values, namely 
accuracy, precision, recall, and f1-score, from various 
algorithms such as SVM, Random Forest, Decision Tree, 
XGBoost, AdaBoost, CatBoost, and K-NN in the context 
of water quality identification so that methods can be 
found. optimal algorithm for water quality identification 
based on maximum accuracy results. 

2. RELATED WORK 

Several previous studies have used various machine 
learning algorithms to assess water quality. Some of these 
studies are used as references or comparisons because they 
use research methods or topics that are like those carried 
out in this study. Research by Weiskhy, et al. [17] 
concluded that the use of the SVM-PSO algorithm resulted 
in an accuracy of 84.81% and an AUC value of 0.898. 
Then, the C4.5-PSO algorithm produces an accuracy of 
80.00% and an AUC value of 0.787. Priscolius Evrolino 
Jennes, et al. [14] analyzed the feasibility of water sources 
in Indonesia and stated that the accuracy results were 71% 
for the SVM algorithm, 61% for the Decision Tree 
algorithm, and 67% for the Random Forest algorithm. 
Fauzi, et al. [2] concluded that the Decision Tree algorithm 
achieved an accuracy of 94.94% and an AUC of 0.865, the 
Naïve Bayes algorithm obtained an accuracy of 84.79% 
and an AUC of 0.814 and the K-NN algorithm achieved an 
accuracy of 87.86% with an AUC of 0.725. So the Decision 
Tree algorithm is considered the most accurate algorithm 
in classifying water quality. Maulana, et al. [5] states that 
the K-NN algorithm gets an accuracy of 82.42% and the 
Naïve Bayes algorithm gets an accuracy of 70.32%. This 
research confirms that the KNN method is the best method 
for water quality classification. G L Pritalia [8] 
summarized the research results covering the accuracy of 
various algorithms. Decision Tree has an accuracy of 79%, 
Random Forest 85%, SVM 68%, Logistic Regression 50%, 
K-NN 77% and Naïve Bayes 57%. The best accuracy is 
obtained by the Random Forest algorithm. Muhammad, et 
al. [13] concluded that the Random Forest algorithm can 
predict water quality for 82% of data that can be classified 
as water that can be consumed or not. This shows that 
Random Forest produces good precision and sensitivity. 
Research by Taufik, et al. [15] shows that the CatBoost 
algorithm gets an accuracy of 68%, the Gradient Boosting 
algorithm is 60%, and the AdaBoost is 58%, so the 
CatBoost algorithm has the highest accuracy. Hasriq, et al. 
[16] concluded that the XGBoost model had better 

performance with 94% accuracy compared to the SVM 
model which only had 67% accuracy.  

Algorithms such as SVM, K-NN, Naive Bayes, ANN, 
Hierarchical Clustering, Decision Tree and Random Forest 
are machine learning algorithms that are commonly used 
for classification [10]. However, the machine learning 
algorithms AdaBoost, XGBoost and CatBoost also show 
quite good results in water quality classification [15], [16]. 
The novelty of this research is comparing the metric results 
of the SVM, Random Forest, Decision Tree, XGBoost, 
AdaBoost, CatBoost, and K-NN algorithms to find out 
which method is the most efficient and optimal for water 
quality classification. This research was conducted 
because no similar research has been found regarding the 
comparison of the Support Vector Machine, Extreme 
Gradient Boostin, Random Forest, Decision Tree, 
Adaptive Boosting, CatBoost and K-Nearest Neighbors 
algorithms in water quality prediction. 

3. METHODOLOGY 

The stages of this research start from data collection 
and continue to analysis of the results. Figure 1 below 
shows the sequence of steps in this research. 

 
FIGURE 1. RESEARCH STAGES 

The stages in Figure 1 carry out data collection 
regarding water quality. Next, the data preprocessing 
process is carried out. After that, the SVM, Random Forest, 
Decision Tree, XGBoost, AdaBoost, CatBoost and K-NN 
algorithms were implemented on the water quality data. 
The next step is to test the model with various metrics, 
namely Accuracy, Precision, Recall, and F1-Score to 
evaluate model performance. Finally, analyze the model 
testing results. 

3.1 Data Collection 
The data used is data regarding water quality, including 

values such as pH, Hardness, Solids, Chloramines, Sulfate, 
Conductivity, Organic_carbon, Trihalomethanes, 
Turbidity, and Potability. This data was obtained from 
Kaggle sources which were published by Aditya Kadiwal 
in 2021 (https://www.kaggle.com/datasets/adityakadiwal/water-
potability), consisting of 3276 rows and 10 columns. This 
data is used to make predictions regarding the suitability of 
water, namely whether the water can be consumed or not. 

3.2 Data Pre-Processing 
Data pre-processing is the initial stage in data 

preparation, which includes cleaning, handling missing 
data, and adapting raw data to fit the format required for 
subsequent analysis. Steps in preprocessing include 
attribute selection, missing data handling, outlier handling, 
and data transformation. 
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FIGURE 2. WATER QUALITY DATASET 

 

3.2.1 Feature Selection 
The attributes used for prediction in this research are 

the Potability attribute as a label or target to be predicted 
with binary values 0 and 1 while the other 8 attributes are 
used as features that will be used to build a prediction 
model. 

3.2.2 Missing Values Processing 
Handle missing values in the data, either by filling in 

missing values or using imputation techniques. In this case, 
to avoid bias, missing values are handled by deleting the 
rows containing the missing data. 

3.2.3 Data Transformation 
Perform data transformation if necessary, such as 

normalization or standardization. In this case using a 
standard scaler method, this can help the machine learning 
model perform better. 

3.3 Model Training 
At this stage, implementation is carried out using the 

Support Vector Machine, Extreme Gradient Boosting, 
Random Forest, Decision Tree, Adaptive Boosting, 
CatBoost and K-Nearest Neighbors algorithms. 

3.3.1 Algorithm SVM 
Support Vector Machine operates by dividing the 

training data using an optimal hyperplane. This hyperplane 
is the plane that separates two classes with the largest 
distance between them. A support vector is a portion of the 
training data in the input space. C, Gamma, and kernel 
values are some of the parameters used by the SVM 
algorithm. The C and Gamma values used in this study 
range between 0.001 and 1000. Three types of kernels 
(linear, poly, and radial basis) are used by SVM [8]. 

3.3.2 Algorithm XGBoost 
Extreme Gradient Boosting is a technique in machine 

learning that is used for regression analysis and 
classification based on the Gradient Boosting Decision 
Tree (GBDT) concept. XGBoost combines the concepts of 
boosting and optimization in the construction of a Gradient 
Boosting Machine (GBM). In the boosting method, new 
models are built to predict errors from previous models, 
and additions to these models continue until there is no 
longer a significant improvement in the errors. This 
algorithm uses gradient descent to minimize errors when 
creating new models, so it is known as gradient boosting 
[18]. 
𝑦!"
" =	∑"#$% 𝑓#(𝑥&)	 (1)	

 
 

Information: 
𝑦!"
" = Final tree model 

𝑓#(𝑥&) = New model built 
𝑡 = The total number of models from the base tree models 

3.3.3 Algorithm Random Forest 
Random Forest is a group of trees that work together to 

make decisions. Random Forest has many slightly different 
trees. The main concept of Random Forest is that any tree 
may provide good predictions in some cases but may be 
too precise for the training data. To get more reliable 
results and reduce overfitting, many different trees are 
built, and their prediction results are combined. The 
Random Forest approach combines various Decision 
Trees. The result is obtained by taking the average 
prediction, which helps improve accuracy and control 
overfitting [8]. 

3.3.4 Algorithm Decision Tree 
Decision Trees are one of the algorithms commonly 

used in classification, famous for their ability to produce 
decision rules that are easy to understand. Basically, a 
Decision Tree learns from data by building a hierarchy of 
“if-else” questions that lead to a decision. The Decision 
Tree process involves transforming tabular data into a tree 
structure, which can then be simplified into rules. Some of 
the algorithms used to build Decision Trees include ID3, 
CART, and C4.5. These algorithms simplify the complex 
relationships between input variables and target variables 
by dividing the original variables into more meaningful 
groups. In this research, parameters such as gini, entropy, 
and max_depth (maximum depth of the tree) are set within 
a certain range for the formation of a Decision Tree [8]. 

3.3.5 Algorithm AdaBoost 
The AdaBoost algorithm builds a combined tree model 

repeatedly. Wrongly classified data is given a higher 
weight than correct data at each iteration, so as to correct 
data that was wrongly classified in the previous iteration. 
Predictions for each model are combined, usually through 
voting, to determine a class label. New data predictions are 
based on majority weights [19]. 

3.3.6 Algorithm CatBoost 
CatBoost is an algorithm that adopts the gradient 

boosting method, using a binary decision tree as a basic 
predictor. CatBoost can handle categorical and ordered 
features and prevent overfitting through Bayesian 
estimators. In the CatBoost algorithm, the use of Prediction 
Values Change (PVC) or Loss Function Change (LFC) is 
used to determine the ranking of features in model 
development [20]. 
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3.3.7 Algorithm K-NN 
The K-Nearest Neighbor algorithm is based on the 

basic idea of finding several k nearest neighbors in the 
training data while testing new data by calculating the 
distance between them. This method groups new data by 
measuring the distance between the new data and several 
nearest neighbors in the training data. KNN is included in 
the instance-based learning category, where training data 
is stored and when it must classify new data that does not 
yet have a label, the process is done by comparing the 
similarity of the new data with existing training data [5]. 

𝑒𝑢𝑐 = 	.∑'&$% (𝑥(& − 𝑥%&)(	 (2)	

Information: 
𝑥% = test data 
𝑥( = training data 
𝑖 = data variables 
𝑛 = data dimensions 

3.4 Model Testing 
Before testing, the initial data is divided into two parts, 

namely train data and test data with a ratio of 80:20. In the 
model testing process, the Metric method is used as a tool 
for evaluation. Metrics are indicators used to measure the 
performance of a machine learning model. The 
performance measurements used in this research consist of 
accuracy, precision, recall and f1-score. 

3.4.1 Accuracy 
Measures the percentage of overall prediction 

accuracy. A value of 0 for accuracy indicates a perfect 
prediction, while a value of 0 indicates a prediction that is 
not correct at all. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =	 )*+),
)*+),+-*+-,

𝑒𝑢𝑐 = 	.∑'&$% (𝑥(& − 𝑥%&)(	 (3)	

3.4.2 Precision 
Calculates the ratio of all correct positive data. Recall 

shows how well the machine learning model finds all 
positive data. The recall value ranges from 0 to 1. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =	 )*
)*+-*

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =	 )*+),
)*+),+-*+-,

𝑒𝑢𝑐 =

	.∑'&$% (𝑥(& − 𝑥%&)(	 (4)	

3.4.3 Recall 
Calculates the ratio of correct positive predictions for 

each prediction. Precision shows how often a machine 
learning model makes correct positive predictions; the 
value ranges between 0 and 1. 

𝑅𝑒𝑐𝑎𝑙𝑙 = 	 )*
)*+-,

	 (5)	

3.4.4 F1-Score 
Harmonic mean of precision and recall. The F1 score is 

a measure to measure the balance between the two metrics, 
and a high value indicates a good balance between the two 
metrics. 

𝐹1 −𝑚𝑒𝑎𝑠𝑢𝑟𝑒 = 	 (	/	0123&4&5'	/	123677
0123&4&5'	+	123677

	 (6)	

 

Information: 
𝑇𝑃 = True positive 
𝑇𝑁 = True negative 
𝐹𝑁 = False Negatif 
𝐹𝑃 = False Positif 

3.4.5 Analysis of Result 
At this stage, we discuss the comparison of the results 

of each algorithm that has been explained previously, to 
find out which algorithm has the best test results. 

4. RESULT AND DISCUSSION 

4.1 Dataset 
The dataset used in this research is water quality data 

with CSV data type for the identification process in 
comparing the accuracy results of the seven methods used, 
namely Support Vector Machine, Random Forest, 
Decision Tree, Extreme Gradient Boosting, Adaptive 
Boosting, CatBoost and K-Nearest Neighbors . Based on 
previous data pre-processing, the following dataset is 
obtained. 

 
FIGURE 3. WATER QUALITY DATASET AFTER PREPROCESSING 

4.2 Algorithm Implementation and Testing 

4.2.1 Algorithm SVM 
A Support Vector Machine (SVM) classifier is 

implemented using the SVC class from the scikit-learn 
library. Hyperparameter tuning for SVM is performed 
using grid search (GridSearchCV) to find the best 
combination of hyperparameters. The model is trained on 
training data, and predictions are made on test data. 

 
FIGURE 4. SVM ACCURACY 

4.2.2 Algorithm XGBoost 
An XGBoost classifier is implemented using the 

XGBClassifier class from the XGBoost library. 
Hyperparameter tuning for XGBoost was performed using 
random search (RandomizedSearchCV) to find the best 
combination of hyperparameters. The model is trained on 
training data, and predictions are made on test data. 
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FIGURE 5. XGBOOST ACCURACY 

4.2.3 Algorithm Random Forest 
A Random Forest classifier is implemented using the 

RandomForestClassifier class from scikit-learn. 
Hyperparameter tuning for Random Forest is performed 
using grid search (GridSearchCV) to find the best 
combination of hyperparameters. The model is trained on 
training data, and predictions are made on test data. 

 
FIGURE 6. RANDOM FOREST ACCURACY 

4.2.4 Algorithm Decision Tree 
A Decision Tree classifier is implemented using the 

DecisionTreeClassifier class from scikit-learn. 
Hyperparameter tuning for the Decision Tree is carried out 
using grid search (GridSearchCV) to find the best 
combination of hyperparameters. The model is trained on 
training data, and predictions are made on test data. 

 
FIGURE 7. DECISION TREE ACCURACY 

4.2.5 Algorithm AdaBoost 
An AdaBoost classifier is implemented using the 

AdaBoostClassifier class from scikit-learn. 
Hyperparameter tuning for AdaBoost was performed using 
grid search (GridSearchCV) to find the best combination 
of hyperparameters. The model is trained on training data, 
and predictions are made on test data. 

 
FIGURE 8. ADABOOST ACCURACY 

4.2.6 Algorithm CatBoost 
A CatBoost classifier is implemented using the 

CatBoostClassifier class from the CatBoost library. 
Hyperparameter tuning for CatBoost was performed using 
grid search (GridSearchCV) to find the best combination 
of hyperparameters. The model is trained on training data, 
and predictions are made on test data. 

 
FIGURE 9. CATBOOST ACCURACY 

4.2.7 Algorithm K-NN 
A K-Nearest Neighbors (K-NN) classifier is 

implemented using the KNeighborsClassifier class from 
scikit-learn. Hyperparameter tuning for K-NN was 
performed using grid search (GridSearchCV) to find the 
best combination of hyperparameters. The model is trained 
on training data, and predictions are made on test data. 

 
FIGURE 10. K-NN ACCURACY 

4.3 Prediction Result 
From the method comparison results, the water quality 

classification prediction results obtained using the SVM, 
Random Forest, Decision Tree, XGBoost, AdaBoost, 
CatBoost and K-NN algorithms are as follows. 
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TABLE 1. PERFORMANCE COMPARISON OF MACHINE LEARNING 
ALGORITHM 

Algorithm 
Machine 
Learning 

Accuracy Precision Recall F1-Score 

SVM 0.72 0.72 0.72 0.72 
XGBoost 0.83 0.83 0.83 0.82 
Random 
Forest 0.85 0.85 0.84 0.85 

Decision 
Tree 0.77 0.78 0.78 0.77 

AdaBoost 
CatBoost 

K-NN 

0.63 
0.80 
0.71 

0.64 
0.80 
0.71 

0.64 
0.80 
0.71 

0.64 
0.80 
0.70 

 
From this table it can be seen that the difference in the 

average Accuracy, Precision, Recall and F1-Score values 
of each method only has a slight difference, namely around 
0.01 or even no difference. 

 
FIGURE 11. ROC CURVE COMPARISON OF MODEL ACCURACY 

 

 
FIGURE 12. MODEL ACCURACY COMPARISON BAR GRAPH 

 
After making a comparison using the same test data and 

training data with an initial dataset of 3276 rows and 10 
columns, the results show that the methods used have 
different levels of accuracy. The algorithm with the lowest 
accuracy value is AdaBoost which has an accuracy of 
around 63.33%, K-NN around 70.6%, SVM around 72.3%, 
Decision Tree around 77.3%, CatBoost around 80.2%, 
XGBoost around 82.9%, and Random Forest with the 
highest accuracy value around 84.8 %. From the test results 
it can be seen that the Random Forest, XGBoost and 
CatBoost algorithms can get better accuracy than other 
algorithms, namely above 80%. 

 
 

5. CONCLUSIONS 
Based on research that has been carried out for water 

quality classification, the implementation uses the Support 
Vector Machine, Extreme Gradient Boosting, Random 
Forest, Decision Tree, Adaptive Boosting, CatBoost, and 
K-Nearest Neighbors algorithms with a division of 80% 
training data and 20% test data, resulting in Accuracy 
values are quite varied. The AdaBoost algorithm gets an 
accuracy of around 63.33%, the K-NN algorithm gets an 
accuracy of around 70.6%, the SVM algorithm gets an 
accuracy of around 72.3%, the Decision Tree algorithm 
gets an accuracy of around 77.3%, the CaBoost algorithm 
gets an accuracy of around 80.2%, the XGBoost algorithm 
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gets an accuracy of around 82.9% , and the Random Forest 
algorithm gets an accuracy of around 84.8%. Therefore, it 
can be concluded that the Random Forest algorithm has 
proven to be the most effective in classifying water quality 
with the highest accuracy, namely around 84.8%. Followed 
by the XGBoost, CatBoost, Decision Tree, K-NN, SVM 
algorithms and finally AdaBoost with the lowest accuracy 
value. 
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