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This research explores the performance of several classification 
algorithms on handwritten Lontara digits, a script traditionally used by 
the Bugis and Makassar communities in South Sulawesi, Indonesia. The 
dataset comprises 10,890-digit samples, contributed by 99 individuals, 
and is categorized into 10 distinct classes corresponding to the digits 0-
9. The classification methods evaluated in this study include K-Nearest 
Neighbors (KNN), Gaussian Naive Bayes (GNB), and Nu-Support 
Vector Classifier (NuSVC). Cross-validation techniques are employed 
to evaluate the performance of these classifiers using standard metrics 
such as accuracy, precision, recall, and F1 score. The findings 
demonstrate varying levels of performance across the algorithms. 
Notably, GNB achieves the highest recall, indicating its ability to 
correctly identify positive samples, whereas KNN and NuSVC exhibit 
moderate effectiveness across other performance metrics. KNN shows 
potential with its simple yet robust approach to classifying complex 
datasets, while NuSVC demonstrates a balanced performance, 
particularly in precision. However, all classifiers face challenges in 
achieving optimal accuracy, particularly due to the complexity of the 
handwritten Lontara digits, which exhibit unique and intricate patterns. 
The study concludes by suggesting that further improvements can be 
achieved by refining feature extraction techniques and optimizing the 
classifiers used. Enhancing feature extraction could provide better 
representations of the Lontara digits, potentially leading to improved 
classification accuracy. Additionally, algorithm optimization and the 
exploration of more advanced classification methods could further 
enhance the overall performance. This research provides a foundation 
for the development of automated recognition systems for Lontara 
script, contributing to its preservation and modern use. 
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1. INTRODUCTION  
      Lontara is one of the traditional writing systems used 
by the Bugis and Makassar people in South Sulawesi, 
Indonesia. In a modern context, the use of technology to 
recognize handwritten characters in Lontara script has 
become an important focus [1]. Lontara script has 
distinctive characters that differentiate it from Latin letters 
or other scripts, making it not easy to recognize. By 
recognizing Lontara script, it can be easily identified. The 
challenges in recognizing Lontara numeral handwriting, 

such as variations in writing styles and shape distortions, 
can significantly impact classification performance. 

Algorithms that fail to handle these variations 
effectively will experience reduced accuracy, making it 
difficult for the model to generalize well to new data. This 
can lead to misinterpretation of results and introduce bias 
in classification, ultimately reducing the system's 
effectiveness in real-world applications. Therefore, a more 
robust and comprehensive approach is urgently needed to 
effectively address the inherent diversity and variability 
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present within the dataset, ensuring improved accuracy, 
reliability, and inclusivity across various data points, 
categories, and dimensions. An example of handwritten 
Lontara numerals is shown in Figure 1. 

 
FIGURE 1. HANDWRITTEN LONTARA NUMERALS 

Machine learning is a field in artificial intelligence that 
enables computers to learn from data and make decisions 
or predictions without being explicitly programmed [2], 
[3], [4], [5], [6], [7]. In machine learning, there are various 
types of algorithms used for specific tasks. One of them is 
the K-Nearest Neighbours (KNN) algorithm, which works 
by calculating the distance between a new data point and 
existing data points in the dataset, then selecting the class 
or target value based on the majority class of its K Nearest 
Neighbours. Another algorithm, Support Vector Machine 
(SVM), works by finding the best hyperplane that separates 
two classes in the given feature space, making it useful for 
classification and regression. Meanwhile, the Naïve Bayes 
algorithm is based on Bayes' theorem and assumes that 
features in the dataset are independent of each other, used 
for classification based on the probabilities of observed 
features [8], [9], [10], [11], [12], [13], [14], [15].  

2. RELATED WORK 

Previous research Implemented the Naïve Bayes 
Method for Handwritten Lontara Script Recognition [16]. 
This study comprised training and test data obtained 
directly from 5 respondents. The dataset collected is 
primary data because it is obtained directly from the 
respondents. The training data used consisted of 92 images 
of Lontara script obtained from 4 different individuals. The 
test data used consisted of 46 script images obtained from 
a different individual. The result of this study was an 
analysis of the accuracy of the Naive Bayes method in 
recognizing Lontara script images, achieving the best 
accuracy of 13.04%.  

Research by Ahmad Angga et al. on the 
Implementation of Convolutional Neural Network (CNN) 
for Bima Script Handwriting Recognition This research 
aims to train a computer to recognize Bima script [17]. The 
Convolutional Neural Network (CNN) method is used in 
this study to recognize Bima script handwriting. The 
dataset used consists of 2640 images of Bima script 
handwriting with 22 classes. The results of the study show 
the reliable performance of the CNN model, with an 
accuracy of 97.34%, precision of 97.56%, recall of 
97.34%, and an f1-score of 97.31% on the test data. 
Research by Ahlawat S and Choundary A on Hybrid CNN-
SVM Classifier for Handwritten Digit Recognition [18]. In 
this research, a hybrid CNN-SVM model is proposed for 

handwritten digit recognition that involves automatic 
feature extraction using CNN and output prediction using 
SVM. This model combines the strengths of CNN and 
SVM classifiers in recognizing handwritten digits. The 
model also emphasizes the use of automatically generated 
features rather than hand-designed features. Experimental 
results show that their proposed approach achieves a 
classification accuracy of 99.28% for the MNIST dataset. 

The research conducted by Anushka et al. "Cursive 
Handwriting Recognition Using CNN with VGG-16  [19] 
employs CNN with the VGG16 model to identify cursive 
English letters and words in specific scanned text 
documents. The first phase is image acquisition, which 
involves scanning image acquisition, image normalization, 
feature extraction from images, and segmentation 
application. Three different preprocessing techniques such 
as data augmentation, image segmentation, and image data 
generator were implemented in this work. CNN with the 
VGG16 model was used for recognition. Three types of 
experiments were conducted with various combinations of 
preprocessing techniques combined with the CNN model. 
The experimental results showed that the data 
augmentation preprocessing technique with CNN yielded 
the best performance, achieving a training accuracy of 
98.36% and a testing accuracy of 95.1%. 

Based on the provided research, the goal of the study is 
to evaluate and compare different classification methods 
for recognizing Lontara numeral handwriting. This 
involves examining the effectiveness of traditional 
methods like Naïve Bayes, which showed limited success 
with an accuracy of 13.04%, against more advanced 
techniques such as CNN, hybrid CNN-SVM, and CNN 
with VGG-16. Additionally, the study aims to identify the 
strengths and weaknesses of each method in handling 
complex numeral structures, improving accuracy, and 
reducing computational cost in practical applications 
related to Lontara script recognition. 

The study aims to identify which method yields the 
highest accuracy and reliability, considering the 
significantly higher performance of CNN-based 
approaches in similar handwriting recognition tasks. 
Ultimately, the research seeks to recommend the most 
effective classification method for Lontara numeral 
handwriting, potentially incorporating data preprocessing 
techniques to enhance accuracy. This study provides 
insights into improving handwriting recognition systems, 
emphasizing modern techniques. 

3. METHODOLOGY 

  The research process begins with data collection, 
where data is gathered either digitally or manually (e.g., 
handwriting on paper that is scanned). This is followed by 
core and stroke segmentation to process the handwriting 
data. Feature extraction is then performed to create the 
final dataset used in experiments. The dataset is tested 
using three different classification algorithms: K-Nearest 
Neighbor (KNN), Support Vector Machine (SVM), and 
Naive Bayes (NB). Each algorithm undergoes cross-
validation to evaluate its performance, and a final analysis 
is conducted based on metrics such as accuracy and 
precision before drawing conclusions. The research stages 
are illustrated in Figure 2. 
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FIGURE 2. RESEARCH STAGES 

 

3.1 Data Collection 

      Data collection can be carried out through various 
methods, including surveys, observations, interviews, and 
document analysis [20]. The data used in this study 
consists of 10,890 samples of handwritten Lontara 
numerals, collected from 99 writers with various levels of 
writing frequency and style variation. The writers consist 
of both females and males, each with different writing 
characteristics. The sample selection process is carefully 
carried out to cover a representative variation of Lontara 
numeral writing styles, ensuring that the research results 
reflect more realistic conditions [21]. 

 

 
FIGURE 3. LONTARA NUMERALS 

3.2 Canny Edge Segmentation 

 Canny edge segmentation is an image processing 
technique used to detect edges in images [22], [23], [24], 
[25], [26]. The Canny algorithm works by identifying 
significant changes in pixel intensity between one area and 
its neighboring area, resulting in contours marking the 
edges of objects in the image. This process involves several 
steps, including applying a Gaussian filter to reduce noise, 
using gradient operators like Sobel to find image gradients, 
detecting edges by identifying pixels with the highest 

gradients, and finally applying hysteresis to distinguish 
true edges from false ones [27].  

 

 

 

 
FIGURE 4. CANNY EDGE SEGMENTATION RESULT 
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3.3 Hu Moments Feature Extraction  

Hu Moments is a feature extraction method used for 
object shape identification trough invariant moments [23], 
[28]. This technique has the main advantage of being able 
to capture numerical characteristics that do not change 
despite changes in rotation, scale, or translation of the 
object. In the context of Lontara script recognition, Hu 
Moments allows the system to recognize the shape of 
numbers despite variations in writing style or distortion 
caused by handwriting imperfections. The reliability of this 
method in detecting visual patterns makes it an effective 
tool for Lontara number recognition. 

 					ℎ! =	𝜂"! +	𝜂!" 
      ℎ# = (𝜂"! −	𝜂!")" + 4𝜂##"  
      ℎ" = (𝜂$! − 	3𝜂#")" + (3𝜂"# −	𝜂!$)" 
      ℎ$ = (𝜂$! + 3𝜂#")" + (𝜂"# +	𝜂!$)" 
						ℎ% = (𝜂$! − 	3𝜂#")" + (𝜂$! +	𝜂#")[(𝜂$! −	𝜂#")" −
																			3(𝜂"# +	𝜂!$)"] + (3𝜂"# −	𝜂!$)[3(𝜂$! +
																					𝜂#")" − (𝜂"# +	𝜂!$)"  

   ℎ& =	 (𝜂"! −	𝜂!")[	(𝜂$! + 3𝜂#")" − (𝜂"# +
																		𝜂!$)" + 4𝜂##(𝜂$! + 𝜂#")(𝜂"# + 𝜂!$)] 
				ℎ' = (3𝜂"# −	𝜂!$)+(𝜂$! +	𝜂#")[(𝜂$! −
																					𝜂#")" − 3(𝜂"# +	𝜂!$)"]+(𝜂$! +
																			3𝜂#")(𝜂"# +	 		𝜂!$)[3(𝜂$! +		𝜂#")" −
																			(𝜂"# +	𝜂!$)"]                             (1) 

Hu Moments are essential in the efficient and robust 
analysis and recognition of images, as they capture shape-
based features with high precision. The feature extraction 
process utilizing Hu Moments, as shown in Figure 5, not 
only highlights their ability to reduce dimensionality but 
also significantly enhances recognition accuracy. This is 
particularly beneficial in tasks like pattern recognition, 
image classification, and object detection, where accurate 
shape representation is critical. Furthermore, Hu Moments 
provide a compact yet comprehensive way of representing 
complex geometric shapes, making them indispensable for 
a wide range of computer vision applications, including 
image retrieval and automated visual systems. 

 
FIGURE 5. HU MOMENTS FEATURE EXTRACTION 

3.4 Algorithm Implementation 

         In this study, we use libraries like scikit-learn to 
implement various classification models such as K-Nearest 
Neighbors (KNN), Gaussian Naïve Bayes (GNB), and 

Support Vector Machine (SVM). We also use Python as 
the main programming language for data processing and 
model implementation. Additionally, we will use statistical 
software such as NumPy and pandas for data analysis and 
visualization of results. 

3.5 K-Nearest Neighbors 

The K-Nearest Neighbors (KNN) algorithm is a 
widely used and fundamental classification technique in 
machine learning [29], [30]. This algorithm predicts the 
class of a data sample by examining the classes of its 
nearest neighbors in the feature space. It operates on the 
principle that similar data points are likely to belong to the 
same category. By considering the majority class among 
the nearest neighbors, KNN makes a classification 
decision. This simple yet effective approach is widely 
applied in various fields, including image recognition, 
recommendation systems, and medical diagnosis, due to its 
flexibility and ease of implementation. 
 
d (x,y) = -∑ (𝑥𝑖 − 𝑦𝑖)2(

)*#               (2) 
 

The K-Nearest Neighbors (KNN) algorithm aims to 
classify new objects by analyzing their attributes in relation 
to a set of labeled training samples. The core principle of 
KNN is to determine the nearest neighbors of a new data 
point by measuring the distance between it and the (K) 
closest points in the training dataset. The algorithm then 
assigns the class of most of these nearest neighbors to the 
new object. This approach relies on the assumption that 
data points with similar features tend to belong to the same 
category, making it effective for classification tasks. The 
distance between samples is calculated using the Euclidean 
distance formula [30], [31]. 

 
FIGURE 6. K-NEARST NEIGHBORS (KNN) 

3.6 Support Vector Machine (SVM) 

Support Vector Machine (SVM) is a machine 
learning algorithm used for classification and regression, 
aiming to find the optimal hyperplane that separates data 
into different classes[23], [32], [33]. This algorithm works 
by finding the maximum margin between data classes, so 
the nearest data points (support vectors) affect the 
hyperplane position. SVM can use kernel tricks to handle 
non-linearly separable data by mapping the data to a higher 
dimension. SVM is known for its ability to produce 
accurate and efficient results in various classification 
problems, although it can be slow on very large datasets. 
The SVM formula. 
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w. x + b = 0         (3) 
   Where: 

w = weight vector 
x = feature vector of data points 

    b = bias or intercept 

 
FIGURE 7. SUPPORT VECTOR MACHINE (SVM) 

                                         
3.7   Naïve Bayes (NB) 

Naïve Bayes (NB) is a machine learning 
classification technique that operates on the principles of 
Bayes' theorem. In this method, class predictions are made 
by calculating the probability of a specific class, given the 
observed features in the data. A key assumption of Naïve 
Bayes is that all features are independent of one another, 
simplifying the computation. Despite this assumption, the 
method often performs well in real-world applications, 
making it effective for tasks like text classification, spam 
detection, and sentiment analysis. The algorithm is 
particularly valued for its simplicity and efficiency in 
handling large datasets [34], [35], [36]. Bayes' theorem 
calculates probability of a hypothesis H given evidence E. 

   P (H | E) = +(-|/).		+(/)
+(-)

                (4) 

Where: 
P (H | E) = posterior probability of hypothesis H given        

evidence E (probabilities posterior). 
P (E | H) = likelihood of evidence E given hypothesis H 

(likelihood). 
P (H) = prior probability of hypothesis H. 

 P (E) = marginal probability of evidence E 

 
FIGURE 8. NAIVE BAYES (NB) CLASSIFIER 

4. RESULT AND DISCUSSION 

In this study, the balance of data in each numeric class 
(0-9) is an important consideration because it affects the 
classification results. If the amount of data in each class is 
unbalanced, the classification algorithm tends to focus 
more on the class that has more data, which results in bias 
in the results. Data imbalance can cause decreased 
performance, especially in class recognition with less data. 
Therefore, it is important to evaluate the data distribution 
to ensure that the model can recognize numbers with good 
accuracy in all classes. Gender or writing habits can affect 
the distribution and characteristics of data in handwriting 
recognition research. For example, differences in how men 
and women write, or how often a person is accustomed to 
writing, can create variations in the shape of the characters 
produced. Writing habits such as "first time," "rarely," or 
"often" can also produce different distortions in writing, 
which ultimately affect the recognition results. Therefore, 
these factors are important to consider in the analysis to 
minimize potential bias in the classification model. 

Based on the results of classification using KNN, 
Gaussian Naive Bayes (GNB), and NU SVC methods with 
a 5-fold cross-validation (CV), a comprehensive 
performance comparison has been conducted for each 
model. The KNN model yielded an accuracy of 0.18, with 
precision, recall, and F1-score all balanced at 0.18. The 
GNB method outperformed the others, achieving an 
accuracy of 0.20 and a precision of 0.24, though its F1-
score was slightly lower at 0.17. In contrast, the NU SVC 
model demonstrated the weakest performance, with an 
accuracy of 0.14 and an F1-score of 0.09, indicating its 
inefficiency with this dataset. These findings, shown in 
Table 1, highlight the varying effectiveness of these 
algorithms. 

TABLE 1. PERFORMANCE COMPARISON RESULT CV 5 
Classification 

Method CV 5 / 
Canny 

Accuracy Precision Recall 
F1 

Score 

KNN 0.18 0.18 0.18 0.18 
GNB 0.20 0.24 0.20 0.17 

NU SVC 0.14 0.15 0.14 0.09 

Based on the classification results using Cross-
Validation 10 (CV 10), the KNN method achieved an 
accuracy of 0.20 with precision, recall, and F1-score all 
balanced at 0.20. Gaussian Naive Bayes (GNB) has a 
slightly lower accuracy at 0.19, but its precision is higher 
at 0.26, although the F1-score drops to 0.16. NU SVC 
shows the lowest performance with an accuracy of 0.14 
and an F1-score of only 0.07, indicating that this model is 
less than optimal in handling data at CV 10. Cross 
validation 5 is in table 2. Based on the classification results 
using 10-fold cross-validation (CV 10), the KNN method 
achieved an accuracy of 0.20, with precision, recall, and 
F1-score all balanced at 0.20, demonstrating consistent but 
moderate performance. Although Gaussian Naive Bayes 
(GNB) had a slightly lower accuracy of 0.19, it exhibited a 
higher precision of 0.26, though its F1-score dropped to 
0.16, reflecting an imbalance between precision and 
overall effectiveness. In contrast, NU SVC performed the 
worst, with an accuracy of only 0.14 and a notably low F1-
score of just 0.07, indicating its unsuitability for this 
dataset under CV 10. These findings underscore significant 
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differences in the models’ capabilities, with each one 
performing differently based on various metrics. The 
results from cross-validation fold 5 are summarized in 
Table 2 for further comparison. 

TABLE 2. PERFORMANCE COMPARISON RESULT CV 10 
Classification 

Method CV 5 / 
Canny 

Accuracy Precision Recall 
F1 

Score 

KNN 0.20 0.20 0.20 0.20 
GNB 0.19 0.26 0.19 0.16 

NU SVC 0.14 0.06 0.14 0.07 

5. CONCLUSTION 

The results of this study demonstrate that the KNN 
algorithm offers the most consistent performance, 
achieving an accuracy and F1-score of 0.20, suggesting it 
handles balanced datasets effectively. However, KNN 
struggles when faced with more complex data patterns. In 
contrast, the Gaussian Naive Bayes (GNB) algorithm 
excels in precision, with a score of 0.26, but suffers from a 
lower F1-score, indicating a tendency toward 
misclassification. The NU SVC algorithm performed the 
poorest, with an F1-score of just 0.07, highlighting its 
weakness in managing data variation and complexity. 
These strengths and limitations provide valuable insights 
for future optimization and refinement efforts. The 
findings of this study indicate that while the KNN 
algorithm demonstrates stable performance with an 
accuracy and F1-score of 0.20, it faces challenges with 
more intricate data patterns. Gaussian Naive Bayes (GNB), 
with its superior precision (0.26), still struggles due to its 
lower F1-score, suggesting misclassification issues. NU 
SVC, with the lowest F1-score of 0.07, exhibits significant 
difficulty in handling complex and varied data. These 
observations are crucial for guiding future research, 
optimization, and potential algorithmic improvements, 
ensuring better handling of both balanced and more 
complex datasets in future implementations. 
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