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Splice junction classification in DNA sequences is critical for 

understanding genetic structures, particularly in identifying exon-intron 

(EI), intron-exon (IE), and neither boundary. Traditional neural 

networks achieve high accuracy but lack the ability to quantify 

uncertainty an essential aspect in bioinformatics. In this study, we 

propose a method for confidence-aware DNA sequence classification 

by applying Approximate Bayesian Inference using Monte Carlo 

Dropout (MCD). We conducted experiments on a publicly available 

dataset comprising 3,187 DNA sequences, each encoded with 180 

binary features. A baseline neural network achieved a test accuracy of 

95.61%, while the proposed MCD-enhanced model improved 

performance to 96.03% and simultaneously provided uncertainty 

estimates through multiple inference sampling. The uncertainty analysis 

enabled the identification of low-confidence predictions, improving 

model interpretability and reliability. This research contributes a 

practical approach that balances accuracy and uncertainty estimation, 

making it suitable for critical genomic applications requiring robust and 

explainable predictions. 
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1. INTRODUCTION 

Splice junction classification in DNA sequences is a 

critical task in bioinformatics, enabling the identification 

of exon-intron (EI) and intron-exon (IE) boundaries within 

genetic structures [1]. Accurate detection of these splice 

junctions is essential for understanding gene expression, 

protein synthesis, and genetic variations [2]. Traditional 

methods for solving this problem often involve rule-based 

systems or classical machine learning approaches, such as 

Support Vector Machines (SVM) and Random Forest, 

which rely heavily on handcrafted features and domain 

expertise [3]. While these methods achieve reasonable 

accuracy, they lack scalability and struggle to generalize to 

unseen data due to their reliance on fixed feature 

representations [4]. 

Previous research on splice junction classification in 

DNA sequences has employed various traditional and 

machine learning-based methods [5]. Rule-based systems 

were among the earliest approaches, leveraging predefined 

biological patterns to identify splice junctions [6]. While 

straightforward, these systems often suffered from limited 

generalizability and reliance on expert-defined heuristics 

[7]. Classical machine learning models, such as Support 

Vector Machines (SVM), Random Forest, and Hidden 

Markov Models (HMM), have shown improvements by 

utilizing numerical feature representations and statistical 

patterns within DNA sequences [8]. These methods, 

however, depend heavily on handcrafted features, such as 

nucleotide frequencies or position-specific scoring 

matrices, which are challenging to optimize for large-scale 

datasets or complex sequences. 

Deep learning techniques have recently gained traction 

in DNA sequence analysis due to their ability to learn 

features automatically from raw data without manual 

feature engineering [9]. Convolutional Neural Networks 

(CNNs) and Recurrent Neural Networks (RNNs) have 

been particularly effective for capturing spatial and 

sequential patterns in genomic data [10]. Studies 

employing these architectures have demonstrated state-of-

the-art accuracy in sequence classification tasks. However, 

most deep learning models are deterministic, providing 

point predictions without any measure of confidence or 

uncertainty [11]. This limitation is critical in 
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bioinformatics applications, where decisions often need to 

be supported by robust reliability metrics. 

To address these issues, Bayesian approaches have 

been explored for modeling uncertainty in neural networks. 

Bayesian Neural Networks (BNNs) extend standard neural 

networks by modeling weights as probability distributions, 

allowing for Bayesian inference over predictions. Despite 

their theoretical strengths, the computational cost of 

training BNNs and the complexity of posterior 

approximation have hindered their adoption in large-scale 

genomic studies [12]. Monte Carlo Dropout (MCD) 

emerges as an efficient alternative, approximating 

Bayesian inference by retaining dropout layers during 

inference to estimate predictive uncertainty [13]. This 

approach balances computational efficiency and the ability 

to quantify uncertainty, making it well-suited for 

applications in DNA sequence classification. 

In this study, we propose the use of Monte Carlo 

Dropout to incorporate approximate Bayesian inference for 

confidence quantification in DNA sequence classification. 

The research aims to evaluate the effectiveness of MCD in 

improving classification performance while providing 

uncertainty estimation. By comparing a baseline neural 

network with the MCD-enhanced model, we highlight the 

advantages of integrating Bayesian confidence 

quantification into sequence classification tasks. The 

results demonstrate that MCD not only enhances prediction 

accuracy but also offers actionable insights into model 

reliability, addressing a critical need in bioinformatics 

research. 

2. RELATED WORK 

Splice junction classification in DNA sequences has 

been extensively studied due to its importance in 

understanding genetic mechanisms and guiding research in 

genomics. Early approaches relied heavily on rule-based 

systems, which used predefined biological patterns to 

identify splice junctions. For example, Oh et al. [14] 

proposed a system that matched specific nucleotide 

sequences to identify exon-intron (EI) and intron-exon (IE) 

boundaries. Although effective for simple cases, these 

methods lacked scalability and robustness when applied to 

large-scale genomic datasets. 

With the advent of machine learning, researchers began 

employing statistical models to improve the accuracy and 

generalizability of splice junction classification. Hidden 

Markov Models (HMMs) were among the first 

probabilistic approaches used in this domain [15]. HMMs 

captured the sequential nature of DNA sequences but 

required manual feature extraction, limiting their ability to 

adapt to complex patterns. Similarly, Support Vector 

Machines (SVMs) and Random Forests [16] achieved 

reasonable performance by leveraging handcrafted 

features such as nucleotide frequencies and position-

specific scoring matrices. However, these approaches were 

constrained by their reliance on feature engineering and 

their inability to generalize to diverse datasets. 

Deep learning has revolutionized genomic research by 

enabling models to learn directly from raw data without 

manual feature engineering. Convolutional Neural 

Networks (CNNs) have been successfully applied to DNA 

sequence classification due to their ability to extract spatial 

features from nucleotide encodings [17]. Similarly, 

Recurrent Neural Networks (RNNs) and Long Short-Term 

Memory (LSTM) networks have shown promise in 

capturing sequential dependencies within DNA sequences 

[18]. Despite achieving state-of-the-art accuracy, these 

models are deterministic, providing no measure of 

uncertainty in their predictions, which limits their 

interpretability and reliability in critical applications. 

To address the limitations of deterministic models, 

Bayesian Neural Networks (BNNs) have been explored as 

a means of incorporating uncertainty quantification into 

neural networks [19]. BNNs model weights as probability 

distributions, allowing for Bayesian inference over 

predictions. However, the computational complexity of 

training BNNs and the challenges in posterior 

approximation have hindered their widespread adoption. 

To overcome these limitations, Gal and Ghahramani [8] 

introduced Monte Carlo Dropout (MCD), an efficient 

approximation to Bayesian inference. By retaining dropout 

layers during inference, MCD enables models to estimate 

predictive uncertainty while maintaining computational 

efficiency. This approach has been successfully applied to 

various domains, including computer vision and natural 

language processing, but its application in bioinformatics, 

particularly for DNA sequence classification, remains 

underexplored. 

In this study, we build on the strengths of Monte Carlo 

Dropout by applying it to DNA splice junction 

classification. The goal is to evaluate the effectiveness of 

MCD in not only improving classification accuracy but 

also providing actionable uncertainty estimates for each 

prediction. By addressing the limitations of deterministic 

models and leveraging the efficiency of approximate 

Bayesian inference, this research contributes to the 

growing field of uncertainty-aware deep learning in 

bioinformatics.  

While previous studies have mainly focused on 

improving classification accuracy, they often lacked a clear 

mechanism for quantifying prediction uncertainty, which 

is essential for critical decision-making in bioinformatics. 

Some approaches that attempt to model uncertainty involve 

complex implementations or require high computational 

resources. In contrast, the novelty of our study lies in the 

integration of Monte Carlo Dropout (MCD) into a neural 

network architecture for DNA sequence classification, 

enabling both accurate predictions and scalable uncertainty 

estimation in a single, lightweight model. This research 

offers a practical and interpretable solution for uncertainty-

aware classification, which has not been extensively 

explored in prior works. 

3. METHODOLOGY 

The methodology contains the technical stages that will 

be carried out at the research stage. Figure 1 illustrates the 

complete methodology pipeline of the proposed Monte 

Carlo Dropout (MCD)-based DNA sequence classification 

model. The process begins with data collection, feature-

target separation, and normalization. The dataset is then 

split into training, validation, and testing sets. 

At the core of the workflow, the figure shows the neural 

network architecture employed in the MCD model, 

comprising an input layer with 180 neurons, two hidden 
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layers with 128 and 64 neurons respectively (each followed 

by dropout layers with a dropout rate of 0.3), and an output 

layer with 3 neurons representing the splice junction 

classes (EI, IE, Neither). 

This model is trained over 20 epochs using the training 

dataset. During the inference phase, Monte Carlo sampling 

with 100 forward passes is conducted while keeping 

dropout layers active, enabling the estimation of both mean 

predictions and predictive uncertainty.

 

FIGURE 1. RESEARCH METHODOLOGY

These outputs are then evaluated using accuracy, F1-

score, and uncertainty visualizations to validate the model's 

performance and interpretability Finally, the model's 

performance and interpretability are evaluated using 

classification accuracy, F1-score, and visualization of 

uncertainty.   

3.1 Data Collection 

The dataset used in this research was sourced from the 

Kaggle platform and contains a total of 3,187 data samples. 

This dataset is specifically designed for splice junction 

classification, a critical task in bioinformatics. Each sample 

represents a DNA sequence encoded using binary features, 

with each nucleotide (A, C, G, T) represented as a three-

dimensional binary indicator variable. These features 

capture the unique characteristics of DNA sequences, 

enabling effective modelling for splice junction 

classification. 

The dataset consists of 180 features representing the 

binary encoding of 60 nucleotides within each DNA 

sequence. In addition, there is a target column, labelled as 

"class," which indicates the splice junction type for each 

sequence. The target variable has three classes: 

• 0 (EI): Exon-Intron boundaries (Donor sites) 

• 1 (IE): Intron-Exon boundaries (Acceptor sites) 

• 2 (Neither): Neither EI nor IE boundaries 

Below is a summary of the features in the dataset: 

TABLE 1. FEATURE DESCRIPTION   

Feature Name Description 

A0, A1, A2 Binary representation of nucleotide "A" 

C0, C1, C2 Binary representation of nucleotide "C" 

G0, G1, G2 Binary representation of nucleotide "G" 

T0, T1, T2 Binary representation of nucleotide "T" 
... ... (repeated for all 60 nucleotide positions) 

Class Target class (0=EI, 1=IE, 2=Neither) 

 

3.2 Feature Target Separation 

To prepare the dataset for modeling, the features and 

the target variable were separated. The features (X) consist 

of the binary-encoded nucleotide indicators, representing 

the DNA sequence across 180 binary features. Each 

nucleotide (A, C, G, T) is encoded as a unique triplet of 

binary values, effectively capturing its identity in the 

sequence. These features are derived from 60 nucleotide 

positions within each DNA sequence, where every position 

is represented by three binary values. 

The target variable (y) is extracted from the "class" 

column, which labels each sequence with its respective 

splice junction type. The target variable has three classes: 

(0)represents Exon-Intron (EI) boundaries (donor sites), 

(1)represents Intron-Exon (IE) boundaries (acceptor sites), 

and (2) represents sequences that do not correspond to 

either EI or IE boundaries (Neither).  

By separating the features and the target variable, the 

dataset is structured for subsequent preprocessing and 

modeling [20]. This step ensures a clear distinction 

between the predictors and the response variable, enabling 

the model to effectively learn the relationships between the 

DNA sequence and its splice junction classification. The 

resulting feature matrix (X) contains 3187 samples with 

180 features, while the target variable (y) is a single-

column vector with corresponding labels for each sample.   

3.3 Normalization 

Normalization is an essential preprocessing step to 

ensure that the features in the dataset are scaled to a 

uniform range, improving the model's convergence and 

performance [21]. In this study, the features representing 

the binary-encoded nucleotides of the DNA sequences 

were normalized using the MinMaxScaler technique from 

the Scikit-learn library. The MinMaxScaler scales each 

feature to a range of 0 to 1, preserving the relationships 
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between the original values while ensuring that all features 

contribute equally to the model training process. 

Given that the DNA sequence features are binary (0 or 

1), normalization does not change their values but ensures 

compatibility with the neural network model. Neural 

networks are sensitive to input feature scales, and 

normalization helps prevent issues such as slow 

convergence or dominance of larger feature ranges over 

smaller ones. 

The normalization process was applied only to the 

feature matrix (𝑋), while the target variable (𝑦) was 

excluded from this step as it consists of categorical labels. 

After normalization, the feature matrix=(𝑋) retains its 

original shape of (3187 × 180), but all feature values are 

now scaled within the range of 0 to 1. This preprocessing 

step prepares the dataset for effective training and 

evaluation in subsequent stages of the methodology. 

3.4 Data Splitting 

To ensure an effective training and evaluation process, 

the dataset was divided into three subsets: training, 

validation, and test sets. This approach helps prevent 

overfitting by ensuring the model is trained on one portion 

of the data while being evaluated on separate, unseen 

subsets [22]. The splitting process was performed using the 

“train_test_split” function from Scikit-learn, with 

stratification applied based on the target variable (𝑦) to 

maintain consistent class distributions across all subsets. 

This is particularly important in multi-class classification 

tasks to avoid potential class imbalance issues. 

The dataset was initially split into 70% training data 

and 30% temporary data. The temporary data was further 

split equally into validation and test sets, each comprising 

15% of the total data. As a result, the training set contained 

2230 samples, the validation set contained 478 samples, 

and the test set also contained 478 samples. The training 

set was used to train the model, enabling it to learn patterns 

in the data. The validation set was employed during 

training to fine-tune hyperparameters and monitor model 

performance, while the test set was held out entirely during 

training and used to provide an unbiased evaluation of the 

final model. This structured division ensures that the 

training process is robust, the model's performance is well-

monitored, and the final evaluation accurately reflects the 

model's generalization capability to unseen data. 

3.5 Define And Train MCD Model 

To address the task of classifying DNA splice junctions 

and estimating prediction uncertainty, a Monte Carlo 

Dropout (MCD) model was defined and trained. The MCD 

approach integrates dropout layers during both training and 

inference, enabling the model to approximate Bayesian 

inference and quantify prediction uncertainty. This 

characteristic makes MCD particularly valuable for tasks 

where understanding the confidence of predictions is 

crucial. 

The architecture of the MCD model consists of a dense 

neural network with three key layers. The input layer is 

followed by a dense layer comprising 128 neurons with 

ReLU activation, designed to capture complex patterns 

within the DNA sequence features. A dropout layer with a 

rate of 30% introduces stochasticity, followed by another 

dense layer with 64 neurons and ReLU activation. Another 

dropout layer with the same rate is added before the output 

layer, which contains three neurons representing the splice 

junction classes (EI, IE, and Neither). The output layer uses 

a softmax activation function to produce probabilities for 

each class. 

The training process optimized the following sparse 

categorical cross-entropy loss function (ℒ) for multi-class 

classification: 

ℒ = −
1

𝑁
∑ ∑ 𝑦𝑖,𝑗

𝐶
𝑗=1 log(𝑦𝑖,�̂�)𝑁

𝑖=1                                          (1) 

where (N) is the number of samples, (C)is the number 

of classes, (yi,j) is a binary indicator for the true class of 

sample (i), and (yi,ĵ) is the predicted probability for class 

(j) for sample (i).  The Adam optimizer with a learning 

rate of 0.001 was used for training, and the model was 

trained over 20 epochs with a batch size of 32. During 

training, the validation set was used to monitor 

performance and prevent overfitting. Following training, 

the model's robustness was evaluated using the test set. 

Inference was performed with Monte Carlo sampling, 

in which the dropout layers remained active. For each test 

sample, the model generated 100 predictions, creating a 

distribution of probabilities. The mean of these 

probabilities was used as the final class prediction, while 

the standard deviation provided a measure of uncertainty. 

This methodology enables robust classification of DNA 

splice junctions while simultaneously offering insights into 

the model's prediction confidence. 

3.6 Monte Carlo Inference 

Monte Carlo Inference was employed in this study to 

leverage the stochastic behavior of the dropout layers in the 

Monte Carlo Dropout (MCD) model. This method allows 

the estimation of prediction uncertainty by performing 

multiple forward passes through the model during 

inference, with dropout layers remaining active. This 

approach provides a probabilistic output for each sample, 

rather than a single deterministic prediction [23]. 

During inference, the test dataset was passed through 

the trained MCD model (N = 100) times for each sample. 

For each forward pass, the dropout layers introduced 

randomness, producing slightly different predictions. This 

resulted in a distribution of predictions for each sample, 

which was then summarized to derive both the final 

prediction and its associated uncertainty. The mean of the 

predicted probabilities across the (N) iterations was 

calculated as: 

𝑦�̂� =
1

𝑁
∑ 𝑦𝑖,�̂�

𝑁
𝑛=1                                                                    (2) 

where (yî) is the final predicted probability vector for 

sample (i), and (yi,n̂) is the predicted probability vector for 

sample (i) during the (n)-th forward pass. The uncertainty 

for each prediction was quantified using the standard 

deviation of the predicted probabilities: 

Uncertainty𝑖 = √
1

𝑁
∑ (𝑦𝑖,�̂� − 𝑦�̂�)

2𝑁
𝑛=1                   (3) 

The resulting mean probabilities were used to 

determine the final class labels for each sample by 

selecting the class with the highest mean probability. The 

standard deviation provided a quantitative measure of 

uncertainty, highlighting samples where the model was 
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less confident in its predictions. Monte Carlo Inference 

adds an essential interpretability layer to the classification 

process by allowing the identification of uncertain 

predictions. This capability is particularly beneficial in 

domains like bioinformatics, where understanding the 

reliability of predictions is critical for downstream analysis 

and decision-making. The results of the Monte Carlo 

Inference are presented and analyzed in the subsequent 

sections. 

3.7 Estimate Mean Prediction  

Estimating the mean prediction is a crucial step in 

Monte Carlo Inference, as it aggregates the multiple 

stochastic outputs generated by the Monte Carlo Dropout 

(MCD) model into a single, interpretable prediction for 

each sample. During this process, the model was used to 

perform (N =  100) forward passes for each test sample, 

with the dropout layers remaining active to introduce 

stochasticity in the predictions. For each sample, the 

predicted probability vector from each forward pass was 

averaged to compute the mean prediction. The formula for 

calculating the mean prediction for sample (i) is given as: 

𝑦�̂� =
1

𝑁
∑ 𝑦𝑖,�̂�

𝑁
𝑛=1        (4) 

Where (yî) is the mean predicted probability vector for 

sample(i), (N) is the total number of Monte Carlo samples 

(100 in this case) and (yi,n̂) is the predicted probability 

vector for sample (i) from the (n)-th forward pass. The 

mean prediction provides the final probability distribution 

over the three classes: Exon-Intron (EI), Intron-Exon (IE), 

and neither. The class with the highest probability in the 

mean prediction vector is selected as the final predicted 

class for the sample: 

Class𝑖 = argmax(𝑦�̂�)       (5) 

This aggregation ensures that the stochastic nature of 

the dropout layers during inference contributes to the 

robustness of the predictions. By averaging the outputs, the 

model's prediction becomes less sensitive to individual 

stochastic variations and better reflects the overall 

confidence of the model. The estimated mean predictions 

form the basis for evaluating the classification accuracy of 

the MCD model. They also serve as a foundation for 

calculating the uncertainty associated with each prediction, 

which is discussed in the next section. 

3.8 Estimate Uncertainty 

Estimating uncertainty is a vital aspect of Monte Carlo 

Dropout (MCD), providing insights into the confidence of 

the model's predictions. This step quantifies the variability 

in predictions generated during Monte Carlo Inference by 

calculating the standard deviation of the predicted 

probabilities across multiple forward passes. By doing so, 

it enables the identification of predictions where the model 

is less confident, which is critical for tasks requiring high 

reliability and interpretability. For each test sample, the 

uncertainty was computed as the standard deviation of the 

predicted probabilities across (N =  100) forward passes. 

Mathematically, the uncertainty for sample (i) is 

calculated as: 

Uncertainty𝑖 = √
1

𝑁
∑ (𝑦𝑖,�̂� − 𝑦�̂�)

2𝑁
𝑛=1      (6) 

Where (yi,n̂) is the predicted probability vector for 

sample (i) from the \(n\)-th forward pass, (yî)is the mean 

predicted probability vector for sample (i) (as calculated in 

Section 3.7) and (N) is the total number of Monte Carlo 

samples (100 in this study). The resulting uncertainty 

values provide a numerical measure of the model's 

confidence in its predictions. Higher uncertainty indicates 

that the model's predictions vary significantly across 

different forward passes, suggesting that the sample might 

be ambiguous or challenging for the model to classify. 

Conversely, lower uncertainty implies that the model is 

consistently confident in its prediction. 

The estimated uncertainty values were used to identify 

samples with high prediction variability, which can inform 

further analysis or data augmentation efforts. For example, 

samples with high uncertainty could indicate areas where 

additional data collection or refinement of the model might 

be beneficial. This capability adds an essential 

interpretability layer to the classification process, making 

the MCD approach particularly valuable for applications in 

bioinformatics and other domains requiring robust 

decision-making. 

3.9 Evaluate 

The evaluation phase is critical to assess the 

performance of the Monte Carlo Dropout (MCD) model in 

classifying DNA splice junctions. This step involves 

measuring the model's predictive accuracy and analyzing 

its ability to quantify uncertainty effectively. The 

evaluation process uses the test set, which was held out 

entirely during training and validation, to ensure an 

unbiased assessment of the model's generalization 

capability. The classification accuracy was computed by 

comparing the predicted class labels (argmax(yî)) derived 

from the mean predictions with the true class labels in the 

test set. Accuracy is defined as: 

Accuracy =
Number of Correct Predictions

Total Number of Samples
     (7) 

The evaluation also included an analysis of uncertainty 

for each prediction. The uncertainty values, computed as 

the standard deviation of predictions across 100 Monte 

Carlo samples, were analyzed to identify samples where 

the model was less confident. High-uncertainty samples 

were further investigated to understand their characteristics 

and their potential impact on the model's performance. 

Furthermore, the confusion matrix was used to provide a 

detailed breakdown of the model's classification results 

across the three classes: Exon-Intron (EI), Intron-Exon 

(IE), and neither. This analysis highlighted the model's 

strengths and weaknesses in distinguishing between the 

classes. 

The combined evaluation of accuracy, precision, recall, 

F1-score, and uncertainty provide a comprehensive 

understanding of the model's predictive performance and 

reliability. This evaluation framework ensures that the 

MCD model is not only accurate but also interpretable and 

robust, addressing the critical requirements of DNA 

sequence classification tasks. In addition to numerical 

evaluation metrics, the classification results are illustrated 

through a confusion matrix, as shown in Figure 4. The 

matrix presents a clear overview of the model’s 

performance across the three classes. Most predictions lie 

on the diagonal, indicating that the model correctly 
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classifies most samples. The low values in the off-diagonal 

cells suggest minimal misclassification, demonstrating the 

model’s capability to distinguish between Exon-Intron, 

Intron-Exon, and Neither splice junctions effectively. 

 
FIGURE 2. CONFUSION MATRIX OF THE MCD MODEL 

4. RESULT AND DISCUSSION 

The results of this study demonstrate the performance 

of the baseline neural network (NN) and the Monte Carlo 

Dropout (MCD) model for classifying DNA splice 

junctions. The comparison highlights both the 

classification accuracy and the ability of the MCD model 

to estimate prediction uncertainty. The baseline neural 

network achieved a test loss of 0.1229 and a test accuracy 

of 95.61%. These results indicate that the model is highly 

capable of learning and generalizing the patterns within the 

DNA dataset. However, the baseline NN provides 

deterministic predictions and does not account for 

uncertainty in its outputs, which is a limitation in 

bioinformatics applications requiring confidence 

estimation. 

The Monte Carlo Dropout model achieved a slightly 

higher accuracy of 96.03%, demonstrating improved 

performance over the baseline NN. Additionally, the MCD 

model provides uncertainty estimates for each prediction. 

For example, the uncertainty values for the first five test 

samples are Table 2: 

TABLE 2. UNCERTAINTY VALUES SAMPLE 

Sample 
Uncertainty 

Class 0 Class 1 Class 2 
1 34 1097 1097 

2 4384 0,000577 4384 

3 1818 2317 3569 

4 1177 2345 117 

5 0,003601 3893 3922 

These values highlight the variability in prediction 

confidence for different samples. Lower uncertainty values 

indicate high confidence, while higher values suggest 

uncertainty in the model's prediction. The uncertainty 

distribution for all test samples is shown in Figure 3. The 

histogram reveals that most predictions have very low 

uncertainty, with most uncertainty values clustering near 

zero. This suggests that the MCD model is confident in its 

predictions for a significant portion of the dataset. 

However, there are a few samples with higher uncertainty, 

indicating cases where the model was less confident in its 

predictions. 

 
FIGURE 3. DISTRIBUTION OF PREDICTION UNCERTAINTY 

 The presence of high-uncertainty samples could be 

attributed to ambiguous patterns in the DNA sequences or 

potential overlap between the splice junction classes (EI, 

IE, Neither). Such samples warrant further investigation, 

as they could highlight areas where additional data or 

model refinement may be beneficial. The results of the 

study show that the Monte Carlo Dropout (MCD) model 

slightly outperformed the baseline neural network (NN) in 

terms of classification accuracy, achieving 96.03% 

compared to 95.61%. This indicates that the MCD model 

not only matches the performance of a standard NN but 

also provides additional insights through uncertainty 

estimation. Unlike the baseline NN, which generates 

deterministic predictions, the MCD model quantifies the 

confidence of its predictions by estimating uncertainty. 

This feature enhances the interpretability and reliability of 

the classification results, particularly in applications where 

understanding prediction confidence is crucial. 

The MCD model's performance was further evaluated 

using precision, recall, and F1-score for each class, as 

summarized in the following results: 

TABLE 3. EVALUATION 
Metric Class 0 

(EI) 

Class 1 

(IE) 

Class 2 

(Neither) 

Macro 

Avg 

Weighted 

Avg 

Precision 0.94 0.94 0.98 0.95 0.96 

Recall 0.97 0.96 0.96 0.96 0.96 

F1-Score 0.96 0.95 0.97 0.96 0.96 

Support 115 115 248 - - 

The overall accuracy of the model was 96%, 

demonstrating its strong performance in classifying DNA 

splice junctions. The high precision across all classes 

indicates that the model minimizes false positives, while 

the high recall ensures that it correctly identifies most of 

the positive samples. The F1-score, which balances 

precision and recall, consistently exceeds 0.95 for all 

classes, reflecting the model's robustness. 

 
FIGURE 4. UNCERTAINTY FOR EACH SAMPLE 
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Figure 4 provides a detailed visualization of the 

prediction uncertainty for each test sample. The scatter plot 

displays the uncertainty values on the y-axis, with each 

point representing a single test sample. The color intensity 

indicates the level of uncertainty, with lighter colors 

representing higher uncertainty. Most samples exhibit low 

uncertainty values, clustered near 0, indicating the model's 

high confidence in its predictions. However, a few samples 

have significantly higher uncertainty, as evidenced by the 

scattered points at higher y-axis values. These high-

uncertainty samples might correspond to ambiguous or 

challenging cases, where the distinction between classes is 

less clear. Identifying these samples provides valuable 

insights for improving the model, such as through data 

augmentation or refinement of the model architecture. 

The results demonstrate the effectiveness of Monte 

Carlo Dropout (MCD) in classifying DNA splice junctions 

while providing uncertainty estimates. The MCD model 

achieved an accuracy of 96.03%, slightly outperforming 

the baseline neural network (NN) at 95.61%. This 

highlights the ability of MCD to maintain high predictive 

accuracy while quantifying uncertainty, a critical feature 

for tasks requiring interpretability and confidence 

estimation. The uncertainty analysis, visualized in Figure 3 

and Figure 4, reveals that most predictions exhibit low 

uncertainty, indicating high confidence in the model's 

classifications. However, a subset of samples with higher 

uncertainty suggests ambiguous patterns or overlapping 

class boundaries, providing opportunities for refinement 

through targeted data augmentation or improved feature 

extraction. Evaluation metrics, including precision, recall, 

and F1-scores, further affirm the robustness of the MCD 

model across all classes. The balanced performance across 

the dataset demonstrates the model's reliability in handling 

varying class distributions. 

Furthermore, a closer analysis was conducted on the 

samples with the highest uncertainty scores and 

misclassified outputs. We observed that most of these 

samples belonged to either the Exon-Intron (EI) or Intron-

Exon (IE) classes, with misclassifications often occurring 

between these two. This may be attributed to the biological 

similarity between donor and acceptor sites, which can 

share overlapping nucleotide patterns, leading to model 

confusion. Additionally, these sequences frequently 

exhibited less distinctive binary encoding across critical 

positions, suggesting weaker signals in their input features. 

The high-uncertainty samples also tended to fall near the 

decision boundary in the model’s output probability space, 

with no dominant class prediction. These findings 

highlight the importance of enhancing training data 

quality, possibly by including extended sequence context 

or domain-specific sequence motifs, to improve model 

confidence and reduce ambiguities in future iterations. 

5. CONCLUSIONS 

This research demonstrates that Monte Carlo Dropout 

(MCD) is an effective approach for classifying DNA splice 

junctions while providing interpretable uncertainty 

estimates. By incorporating dropout layers during 

inference, the MCD model achieves high accuracy and 

enables the quantification of prediction confidence, 

addressing the critical need for interpretability in 

bioinformatics tasks. The ability to identify uncertain 

predictions offers a practical tool for improving model 

reliability and guiding future efforts, such as refining data 

quality or enhancing feature engineering. Moving forward, 

this research can be extended by exploring alternative 

Bayesian inference methods or integrating domain-specific 

biological knowledge to further improve model 

performance. Additionally, applying this approach to other 

genomic tasks, such as gene expression prediction or 

variant classification, can unlock new possibilities for 

advancing bioinformatics and computational biology. 
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