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Stroke is the sudden loss of brain function due to an interruption of the 

blood supply to the brain. Stroke is a dangerous disease that can even 

cause death for patients. The diagnosis of stroke must be made quickly 

and precisely to increase the likelihood that the patient can live a normal 

life again. In making a diagnosis, several factors can influence the 

patient to get a stroke diagnosis, including symptoms of hypertension 

to heart disease. From these problems, the researcher wants to classify 

the diagnosis of stroke so that stroke can get earlier treatment so that 

patients do not experience prolonged illness. The data used in this study 

is a stroke dataset with 4861 data labeled 0 which indicates no stroke, 

and 249 data labeled 1 which indicates a stroke diagnosis. This study 

uses the Synthetic Minority Over-sampling (SMOTE) method that will 

be applied to the Multi-Layer Perceptron algorithm so that researchers 

can get the performance of the stroke diagnosis classification model. 

Researchers use the SMOTE method so that the data in the classification 

model is balanced so that the model can make accurate predictions and 

avoid overfitting on the Multi-Layer Perceptron so that the accuracy in 

predicting stroke is better than just using an ordinary Multi-Layer 

Perceptron. The results of the confusion matrix analysis show that 

SMOTE can increase the prediction of stroke diagnosis from 12,5 % to 

84,89% in optimal test. 
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1. INTRODUCTION 

Stroke is a sudden loss of brain function due to a 

disruption of the blood supply to the brain [1]. A stroke is 

caused by an interruption of blood flow to the brain, which 

results in brain cell death. Impaired brain function causes 

symptoms including facial or limb paralysis, speech not 

fluent, speech not clear, possibly changes in consciousness, 

visual disturbances, and others [2,3]. Stroke is a disease 

that is the third highest cause of death in Indonesia after 

heart disease and cancer. Stroke attacks often come 

suddenly without definite signs. Stroke is a 

cerebrovascular (brain blood vessel) disease characterized 

by the death of brain tissue (cerebral infarction) that occurs 

due to reduced blood flow and oxygen to the brain [3]. 
Reduced blood flow and oxygen can be due to blockages, 

narrowing, or rupture of blood vessels. In Indonesia, the 

age characteristics of the population affected by stroke in 

2018 are those aged 75 years and over occupying the first 

rank, followed by those aged 65-74 years, and third place 

at the ages of 55-64 years. The highest prevalence of stroke 

is in urban areas at 12.6% and 8.8% in rural areas, with the 

highest level of education not attending school (21.2%), 

and status not working (21.8%) [4]. From the results of 

Riskesdas (2018), it can also be seen that the prevalence of 

stroke in Jambi Province has increased from 3.6% in 2013 

to 7% in 2018 [5]. 

http://innovatics.unsil.ac.id/
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Stroke is one of the most common diseases affecting 

people in Indonesia and around the world, and stroke is one 

of the leading causes of death [6]. In this study, researchers 

used machine learning (ML) to classify data to achieve the 

highest accuracy for building models to diagnose stroke. 

ML has become part of the medical field and is being used 

for a variety of purposes, including data analysis, 

diagnostic classification, and disease prediction. Although 

ML has brought many benefits to the healthcare sector, it 

also has some limitations. Because ML relies on the data 

available for investigation, data biases can affect the 

results. One example of data bias is data imbalance. Data 

imbalance can happen because when someone collects the 

data, the data obtained is not necessarily the same size. 

Therefore a method is needed to overcome this data bias so 

that the data can be modeled properly. SMOTE is the 

appropriate method to overcome this data imbalance [7,8] 

The advantages of the SMOTE method in general are that 

it does not cause any loss of information, avoids 

overfitting, builds a larger decision area, and can increase 

the accuracy of minority class predictions. The drawback 

of this method is that overgeneralization causes 

overlapping, it is not appropriate to use in cases that 

consider the importance of features [8]. 

One classifier that can be useful for balancing data in 

ML models is the Multi-Layer Perceptron. Multi-Layer 

Perceptron can handle data that is not linear, by using a 

hidden layer that can handle a non-linear representation of 

the input data. In addition, Multi-Layer Perceptron can also 

manage imbalanced classification problems by using 

techniques such as data resampling or using appropriate 

cost functions. It is what makes researchers use this 

classifier to classify stroke diagnoses so that the model can 

work well. 

In this paper, researchers would model stroke data 

using the Multi-Layer Perceptron algorithm with the 

SMOTE method. The contribution of this research is 

applying the Multi-Layer Perceptron and the SMOTE 

method, the researchers hope that the model can classify 

well based on the features in the stroke diagnosis data so 

that patients get the right treatment and their life 

expectancy can increase.  

 

2. RELATED RESEARCH REVIEWS 

In research [9], the researchers made a comparison of 

the Multi-Layer Perceptron (MLP) and Support Vector 

Machine (SVM) methods for breast cancer classification 

using the Orange Data Mining application. The researcher 

used the Wisconsin Breast Cancer dataset. The dataset 

contains 569 data, which consists of 212 types of malignant 

cancer, 357 benign cancer, and 30 attributes that contain 

the characteristics of breast cancer patients. The results 

obtained show that in the classification of the Multi-Layer 

Perceptron (MLP) method with the Logistic activation 

function and the Adam optimization function it gives the 

best accuracy, precision, and recall values compared to the 

Support Vector Machine which is 97.7%. A study 

conducted by E. Chamseddine [10], this study attempts to 

develop an accurate model that aids clinicians in the early 

identification of COVID-19 using balanced data. The 

researchers used transfer learning (TL) to train six cutting-

edge neural networks (NNs) on three separate COVID-19 

datasets. The model was created to conduct a multi-

classification job that distinguishes between instances of 

COVID-19, ordinary, and viral pneumonia. Synthetic 

Minority Oversampling (SMOTE) is employed on each 

dataset independently to overcome the imbalance. The best 

results are obtained by DenseNet201 and VGG-19. WCL 

paired with CheXNet beat the other models tested, with 

98.87% accuracy, 98.21% F1 Score, 98.86% sensitivity, 

99.43% specificity, 100% precision, and 99.15% AUC. In 

research conducted by A. F. Hardiyanti and D. Fitrianah 

[11], researchers used the Multilayer Perceptron and the 

C4.5 Algorithm to classify hospital classes in Jakarta. 

Based on the results, the Multilayer Perceptron produced 

an accuracy of 92.64%, and the C4.5 Algorithm produced 

an accuracy of 83.82%. Thus it can be concluded that the 

Multilayer Perceptron had better performance than the 

C4.5. Therefore, the Multilayer Perceptron algorithm can 

be implemented as a decision-making recommendation in 

assisting the Indonesian Ministry of Health in determining 

hospital classes.  

3. METHODOLOGY 

This research reveals patterns from datasets using data 

mining approaches, SMOTE methods, and classification. 

In short, this is a research model for classifying stroke 

diagnoses. Researchers select the Multi-Layer Perceptron 

algorithm from the Scikit-Learn, train the model of the 

algorithm with 50% - 90% training data in the data set, and 

analyze the model to measure the accuracy of model 

performance. Figure 1 shows the stages in this study which 

consist of five processes; data collection, dividing the 

dataset into training and testing, implementing the SMOTE 

method, implementing Multi-Layer Perceptron with 

default parameters, and evaluating model performance. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

FIGURE 1. RESEARCH METHOD 

 

3.1 Collecting Data 

At this stage, the researchers determine the data be 

processed. Researchers use this slick Multi-Layer 

Perception algorithm on stroke datasets from the Kaggle 

machine-learning repository to observe the best available 

models [12]. The dataset in this study consists of 5110 data 

Collecting 

Data

Preprocessing 

Data

Applicating 

SMOTE 

Method

Train 

Test Split

Applicating 

Multi-Layer 

Perceptron

Result 

Evaluation



M HAFIDZ ARIANSYAH / INNOVATION IN RESEARCH OF INFORMATICS - VOL. 5 NO. 1 (2023) 1-8 

 

 

  M. Hafidz Ariansyah 

3 

0

0

0

0

0

1

1

0

0

0

0

0

1

1

1

1

1

0

0

1

consisting of 10 features and a label. Table 1 shows the 

research dataset. 

 

TABLE 1. RESEARCH DATASET 

Features Value Value … Value 

Sex Male Female … Female 

Age 67 61 … 49 

Hypertension No No … No 
Heart Disease Yes No … No 

Ever Married Yes Yes … Yes 

Work Private 
Self-

Employed 
 Private 

Residence Urban Rural … Urban 
Avg Glucose 228.69 202.21  186.21 

BMI 36.6 32.5 … 34.4 

Smoking Formerly Never  Smokes 

Label Yes Yes …. Yes 
*Source = https://www.kaggle.com/datasets/fedesoriano/stroke-prediction-dataset 
 

3.2 Pre-Processing Data 

The next step is data cleansing. Data cleaning is the 

activity of cleaning up irrelevant or noisy data. These data 

may be missing, invalid, or in the form of typos. Cleanup 

is done by deleting data as previously described [13]. Data 

cleansing impacts data processing by reducing data volume 

and complexity [14]. No data is lost in this process. It is a 

sign that the dataset is valid. Data that has gone through the 

cleaning process enters the data transformation phase. Data 

is simplified to fit the data mining process. Table 2 shows 

the data ready to be classified. 

 

TABLE 2. CLEAN DATASET 

Features Value Value … Value 

Sex 1 0 … 0 

Age 67 61 … 49 

Hypertension 0 0 … 0 

Heart 

Disease 
1 0 … 0 

Ever Married 1 1 … 1 

Work 3 4 … 3 

Residence 1 0 … 1 

Avg Glucose 228.69 202.21  186.21 

BMI 36.6 32.5 … 34.4 

Smoking 0 1  2 
Label 1 1 …. 1 

 

3.3 SMOTE 

The SMOTE approach employs the oversampling 

concept, which entails adding data from the minor class so 

that the sum is balanced with data from the majority class 

[15,16]. The SMOTE approach is used to deal with class 

imbalances [17,18]. The Synthetic Minority Over-

Sampling Approach (SMOTE) offers good results and 

helps deal with unbalanced classes that encounter over-

fitting in the minority class over-sampling technique. 

SMOTE generates a synthetic minority class instance that 

acts in the feature space rather than the data space. Smote 

produces new synthetic instances by extending the current 

minority samples with random samples derived from the k 

values of nearest neighbors by replicating the minority 

class examples. With synthetic results on more examples 

of minority groups, thus can expand their decision area for 

minorities. Figure 2 shows SMOTE visualization. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

FIGURE 2. SMOTE METHOD VISUALIZATION 

 

3.4 Train-Test Split 

This method of separating training and testing 

provides more accurate results on new or untrained data 

[19]. Test data is not used to train the model, so the model 

does not know the results of the data [20]. It is called an 

out-of-sample test. This data separation is carried out after 

the application of the SMOTE method to the data so that 

the data becomes balanced. In this section, the researchers 

split the dataset into five scenarios (50:50, 60:40, 70:30, 

80:20, 90:10) comparing training and testing. 

 

3.5 Multi-Layer Perceptron 

Multi-Layer Perceptron (MLP) is a feed-forward 

artificial neural network with one or more hidden layers 

[21]. MLP consists of an input layer that is a collection of 

neurons for data input, at least one hidden layer as 

computational neurons, and one output layer as storage 

neurons for computational results [22]. In MLP, there are 

two important parameters, namely the activation function 

and the optimization function. The activation function 

determines the output at the node of the input element. The 

optimization function is used to determine the most 

suitable weight based on input and output. The 

performance of the MLP network classification will 

depend on the network structure and training algorithm. 

Figure 3 shows MLP’s architecture. 

https://www.kaggle.com/datasets/fedesoriano/stroke-prediction-dataset
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FIGURE 3. MLP ARCHITECTURE 

 

3.6  Confusion Matrix 

The confusion matrix is a table that states the 

classification of the correct number of test data and the 

wrong number of test data. An example of a confusion 

matrix for binary classification is shown in Figure 4 

[23,24].  

 

 

 

 

 

 

 

 

 

 

 

 

 
FIGURE 4. CONFUSION MATRIX 

 

Explanation : 

TP (True Positive) = the number of class 1 that is correctly 

classified as class 1 

TN (True Negative) = the number of class 0 which is 

correctly classified as class 0 

FP (False Positive) = number of class 0 incorrectly 

classified as class 1 

FN (False Negative) = number of class 1 which is 

incorrectly classified as class 0 

 

4. RESULT AND DISCUSSION 

4.1 Balancing Data  

The researchers balanced the data using the SMOTE 

method. At this stage, the dataset will be checked first for 

the distribution of the labels. The result is for label 0 (Not 

a stroke) it has 4861 data out of 5110 data, while for label 

1 (Stroke) it has 249 data. Figure 5 shows the label 

distribution of the dataset. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

FIGURE 5. ORIGINAL DATA LABEL DISTRIBUTION 
 

Next, the researchers applied the SMOTE method to 

the dataset so that the distribution of the data was balanced 

between label 0 and label 1. The researchers got a 1:1 ratio 

for labels 0 and 1 with a total of 9722 data. Figure 6 shows 

the results of this process. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
FIGURE 6. SMOTE DATA LABEL DISTRIBUTION 

 

4.2 Set Algorithm Parameters  

After obtaining a dataset with balanced data, researchers 

apply the Multi-Layer Perceptron algorithm for model 

classification. Researchers applicated the default parameters 

because the default parameters are parameters that have been set 

according to the standards of the algorithm. Table 3 shows the 

parameters of the Multi-Layer Perceptron used in the modeling 

process. 
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TABLE 3. MLP DEFAULT PARAMETER 

Parameters Default 

Hidden Layer Size 100 

Activation relu 

Solver adam 

Alpha 0.0001 

Batch Size auto 
Learning Rate constant 

Learning Rate Init 0.001 

Power T 0.5 

Max Iter 200 
Shuffle True 

Random State None 

Tol 1e-4 

Verbose False 

Warm Start False 
Momentum 0.9 

Nesterovs moment True 

Early Stopping False 

Validation Fract 0.1 

Beta 1 0.9 
Beta 2 0.999 

Epsilon 1e-8 

N Iter No Change 10 

Max Fun 15000 

  

4.3  Evaluation 

4.3.1. 50:50 Scenario 

In this scenario, researchers used 50% of the dataset to 

train the model. Figure 7 is the result of applying the 

algorithm to the original data while Figure 8 is the result of 

applying the algorithm to the data using the SMOTE 

method. 

 
FIGURE 7. ORIGINAL DATA CONFUSION MATRIX (50:50) 

 

 
FIGURE 8. SMOTE METHOD CONFUSION MATRIX (50:50) 

Figures 7 and 8 show a big difference in the accuracy of the 

predicted data on label 1 (STROKE). In Figure 7, it can be seen 

that label 1 is only 2 correct data out of the 16 predicted data, so 

the accuracy value of the prediction results is only 12.5 %. 

Whereas in Figure 8, the results of the correct predictions for label 

1 amount to 1883 out of 2218 data, so the accuracy value of the 

prediction results for label 1 is 84.89 %. 

 

4.3.2. 60:40 Scenario 

In this scenario, researchers used 60% of the dataset to 

train the model. Figure 9 is the result of applying the 

algorithm to the original data while Figure 10 is the result 

of applying the algorithm to the data using the SMOTE 

method. 

 
FIGURE 9. ORIGINAL DATA CONFUSION MATRIX (60:40) 

 

 
FIGURE 10. SMOTE METHOD COMNFUSION MATRIX (60:40) 

 

Figures 9 and 10 show that there is a large difference 

in the accuracy of predicted data for label 1. In Figure 9, 

label 1 contains correct data for only one of the three 

predicted data. Therefore, the prediction result has an 

accuracy value of only 33,33%. In Figure 10, the correct 

prediction result for label 1 is 1588 out of 1961, and the 

prediction result for label 1 has an accuracy value of 

80.97%. 

 

4.3.3. 70:30 Scenario 

In this scenario, researchers used 70% of the dataset to 

train the model. Figure 11 is the result of applying the 

algorithm to the original data while Figure 12 is the result 
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of applying the algorithm to the data using the SMOTE 

method. 

 
FIGURE 11. ORIGINAL DATA CONFUSION MATRIX (70:30) 

 

 
FIGURE 12. SMOTE METHOD  CONFUSION MATRIX (70:30) 

 

Figures 11 and 12 show a little difference in the 

accuracy of the predicted data on label 1. In Figure 11, it 

can be seen that label 1 is only one correct data out of the 

three predicted data, so the accuracy value of the prediction 

results is only 33,33 %. In Figure 12, the results of the 

correct predictions for label 1 amount to 1356 out of 1852 

data, so the accuracy value of the prediction results for 

label 1 is 73.22%. 

 

4.3.4. 80:20 Scenario 

In this scenario, the researchers trained the model using 

80% of the dataset. Figure 13 is the result of applying the 

algorithm to the original data, and Figure 14 is the result of 

applying the algorithm to the data using the SMOTE 

method. 

 
FIGURE 13. ORIGINAL DATA CONFUSION MATRIX (80:20) 

 
FIGURE 14. SMOTE METHOD  CONFUSION MATRIX (80:20) 

 

Figures 13 and 14 show a big difference in the 

accuracy of the predicted data on label 1. In Figure 13, it 

can be seen that label 1 does not have the correct data, so 

the accuracy value of the prediction results is 0%. In Figure 

14, the results of the correct predictions for label 1 amount 

to 802 out of 1002 data, so the accuracy value of the 

prediction results for label 1 is 80.04%. 

 

4.3.5. 90:10 Scenario 

In this scenario, the researchers trained the model using 

90% of the dataset. Figure 15 is the result of applying the 

algorithm to the original data, and Figure 16 is the result of 

applying the algorithm to the data using the SMOTE 

method. 

 
FIGURE 15. ORIGINAL DATA CONFUSION MATRIX (90:10) 

 

 
FIGURE 16. SMOTE METHOD  CONFUSION MATRIX (90:10) 
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Figures 15 and 16 show a big difference in the 

accuracy of the predicted data on label 1. In Figure 15, it 

can be seen that label 1 does not have the correct data, so 

the accuracy value of the prediction results is 0%. In Figure 

1, the results of the correct predictions for label 1 amount 

to 401 out of 491 data, so the accuracy value of the 

prediction results for label 1 is 81.67%. 

 

4.4  Overall Evaluation 

After passing various tests, the researchers collated the 

test results for accuracy comparison. This comprehensive 

review aims to find the best model to predict stroke 

diagnosis. The model with original data is compared with 

the model with the SMOTE method. In Figure 17, 

researchers often show pictures of actual models, and in 

Figure 18, researchers present an accuracy model for 

predicting stroke diagnosis. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
FIGURE 17. COMPARISON ACCURACY MODEL (OVERALL) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
FIGURE 18. COMPARISON STROKE DIAGNOSTIC ACCURACY 

 

From the comparison results in Figures 17 and 18, MLP 

with original data is superior overall, but it is inadequate at 

diagnosing stroke. It happens because there is an imbalance 

in the data between labels 1 and 0. Then MLP with SMOTE 

produces lower accuracy than MLP with original data, but 

MLP with SMOTE can diagnose stroke very well. The 

proof is the accuracy value in Figure 18. MLP with 

SMOTE can do modeling well because the data is 

balanced. The best model for diagnosing stroke is found in 

the MLP model with SMOTE with 50% data training, and 

this model achieves an accuracy of up to 84.89% in 

diagnosing stroke. 

5. CONCLUSION 

The conclusion is that the SMOTE method is very 

helpful in dealing with unbalanced data and Multi-Layer 

Perceptron is a very good algorithm because this algorithm 

can balance the accuracy of training and testing. The 

results for the accuracy value of the Multi-Layer 

Perceptron (MLP) algorithm with original data have a 

higher accuracy value overall. The optimal value for Multi-

Layer Perceptron (MLP) with original data is a 70:30 data 

split with an accuracy value of 95.6%. However, in 

predicting stroke diagnosis, the model is unable to predict 

accurately because it has an accuracy of 33.33% stroke 

diagnosis. As for the Multi-Layer Perceptron (MLP) with 

the SMOTE method, the researchers found the optimal 

value on the 50:50 data split. Although the Multi-Layer 

Perceptron (MLP) with the SMOTE method has a lower 

overall accuracy value than the original data, which is 82%, 

this algorithm can achieve a stroke diagnosis accuracy of 

84.89%. It happens because the data used in training and 

validation are balanced data. There is no inequality 

between labels 1 and 0, so the model can run very well. For 

further research, researchers hope that the accuracy in 

predicting stroke diagnoses can increase. Future 

researchers can use feature selection so that the data input 

process does not take a long time and use another algorithm 

to find the better accuracy in diagnosing stroke. 
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