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ABSTRACT

Default on loans by borrowers to the cooperative to optimize the cooperative's business performance. In this research, a default prediction model was developed using several quite popular machine learning algorithms, namely decision tree, K-NN, logistic regression, and random forest, then all models with each of these algorithms were compared and evaluated. to find out which algorithm model is the most effective and accurate in predicting loan defaults in cooperatives. Model evaluation is carried out using metrics such as accuracy, precision, recall, and F1-score. The dataset used in this research was obtained from the loan list at one of the Savings and Loans Cooperatives in Tasikmalaya Regency, the contents of which include attributes such as borrower profile, loan amount, number of installments, and others. This dataset is divided into training data and test data to train and evaluate the model. These machine learning algorithms were chosen because they are quite well known among other algorithms for prediction and have been proven in several financial studies. The results of this prediction model can be used by cooperatives to support decisions in providing appropriate loans.

1. INTRODUCTION

In carrying out its main business activities, the Savings and Loans Cooperative always tries to provide loans with the hope that they will be right on target and optimally for members to get profits which will later return to the members [1]. However, savings and loans cooperatives often face the risk of bankruptcy due to the large number of loan defaults that occur [2]. This could threaten the financial stability of the cooperative which could even result in losses for members. From research [3] that in cooperatives there have been no efforts that are deemed effective enough to reduce bad credit in cooperatives because cooperatives do not have reliable credit analysis like banking.

Therefore, it is necessary to carry out risk analysis and develop an accurate and effective loan payment failure prediction model to minimize the risk of loss [4]. The results of this prediction model will later be used as decision support in optimizing lending to improve business performance and minimize the risk of bankruptcy [5].

This prediction model can be created using traditional machine learning algorithms such as Decision Tree, K-Nearest Neighbors, and others. You can also use several Deep Learning algorithms such as Recurrent Neural Network and Convolutional Neural Network. Each of these algorithms has advantages and disadvantages because they can create prediction models with their own characteristics/methods. From research [6] and more complex, which is not suitable for this cooperative dataset, which is quite small. This was also found in credit risk analysis research [7] who found that tree-based models were more stable than models based on multilayer artificial neural networks. The capabilities of traditional machine learning algorithms are also quite good, as according to a
study conducted by [8] using several machine learning algorithms such as decision trees, random forests, and logistic regression can help predict microloan defaults in associations savings and loans in India. The conclusion from their research results shows that the XGBoost algorithm can provide quite good prediction performance compared to other algorithms.

In research Chen et al. [9] said that XGBoost is an effective open-source implementation of the gradient boosting technique, namely a machine learning method that aims to precisely estimate the target variable by combining the results of a series of variables that are weaker and simpler than the model. This is what makes it very effective, more powerful than existing variants, and computationally efficient. A similar thing was also found in research conducted by [10] which shows the results of the Deep Neural Networks model and the XGBoost model have better performance compared to other machine learning approaches in terms of AUC and accuracy. From these studies and considering the relatively small lending dataset at Savings and Loans Cooperatives, the algorithms used to compare the prediction models are decision tree, K-NN, logistic regression, and random forest.

The aim of this research is to find out which model is most effective in predicting loan failure in Savings and Loans Cooperatives. It is hoped that the results of this research can help minimize the risk of bankruptcy and improve the business performance of Savings and Loans Cooperatives. It is also hoped that this research can become a reference for similar research in the future. Apart from that, to obtain better prediction accuracy values, this research also carried out several tests using datasets from the Cooperative. This dataset is created into several more datasets with different attributes. This is done based on the consideration that the estimated importance of these attributes will influence the model in making predictions.

2. RELATED WORK

Research [11] developed a loan default prediction model using several approaches to obtain more optimal performance. The dataset in this study contains more than 115,000 users' original loan data with 102 attributes. The contribution in this research is that Random Forest has the best performance, with 98% accuracy compared to support vector machines and logistic regression. Other research [10] focuses on credit risk models with machine learning that can replace models based on financial domain experts which still dominate. The dataset was taken from a three-year cross-sectional survey, which used 4245 data with 345 variables. As a result, the Deep Neural Network algorithm obtained more promising results than other machine learning algorithms.

Research [8] utilizes machine learning to be used to make credit default predictions to replace less accurate traditional methods. The dataset contains information on 16,1715 loans between January and August 2021. Resulting in the XGBoost algorithm getting the best results with 97% accuracy. The paper [12] discusses the significance of credit risk estimation and portfolio evaluation for financial institutions lending to businesses and individuals. It emphasizes the importance of predicting non-performing loans (NPLs), where customers fail to make scheduled payments. The integration of machine learning algorithms and big data analytics into banking models is highlighted. The study evaluates various machine learning algorithms in addressing NPL prediction, particularly focusing on a dataset from a private bank in Turkey. The research addresses class imbalance using class weights and assesses model performance using metrics like Precision, Recall, F1 Score, Imbalance Accuracy (IAM), and Specificity. Among the tested algorithms, LightGBM emerged as the most effective, outperforming logistic regression, SVM, random forest, bagging classifier, XGBoost, and LSTM for the given dataset.

The research [13] aims to address the challenge of loan approval by leveraging machine learning algorithms on loan data from various sources. By analyzing real bank credit data, the study seeks to develop a model that assists organizations in making informed decisions regarding loan approval. The goal is to create a bank risk automated system that determines the creditworthiness of customers, thus mitigating potential losses associated with loan defaults.

3. METHODOLOGY

The method used in research is as shown in Figure 1. This research was carried out by following sequential steps to achieve the research objectives.

![Figure 1. Research Methodology](image)

3.1 Study of Literature

The first stage of research was carried out by reading and reviewing related research in the form of articles from accredited journals to be used as quality references.

3.2 Data Collection

The dataset used comes from historical loan data from the Pampiliran savings and loan cooperative in the last month, totaling 324 loan data with 9 attributes. This data is taken from the cooperative database which includes some information regarding the borrower's profile, transaction number, credit history, total loan, number of installments, and loan payment status.

3.3 Data Preprocessing

The data that has been collected then undergoes a preprocessing stage to prepare it so that it is ready for analysis and model creation. Data pre-processing steps include:

a. Data Cleaning: data that is considered less important for the prediction model is removed from the dataset, such as transaction number, borrower name, and borrowing date.
b. Feature/Attribute Selection: the attributes used for predictions in this research are age, working status, credit_value, number_of_installments, total_loan, remaining_loan, and default_payment (loan payment status).

c. Missing Values Processing: handles missing values in the data, either by filling in missing values or using imputation techniques.

d. Outliers Processing: Dealing with outlier data that can influence analysis results.

e. Data Transformation: Perform data transformation if necessary, such as normalization or standardization.

3.4 Data Sharing

The preprocessed data is then divided into two subsets, namely 20% training data and the remaining 80% testing data. This division was carried out to test the performance of the model developed on data that had never been seen before.

3.5 Development Model

The machine learning algorithms used in this research are logistic regression, decision tree, random forest, and k-nearest neighbors. The model was created using the Python programming language in the Jupyter Notebook application by utilizing existing libraries such as Pandas, Sklearn and others. Then all these algorithms are then implemented into a model to predict loan default predictions with the following stages:

a. Reading Data: The first stage is reading the dataset from a CSV file that has been processed using the Pandas library. This data is a dataset that contains information about loans and default status.

b. Dataset Sharing: After loading the data, the dataset needs to be divided into training data and testing data as explained in the data division point.

c. Model Initialization: In this process, the four algorithms are initialized using the classes provided by the Sklearn library in Python.

d. Model Training: After the algorithm is initialized for each model, the next stage is that the model is trained using training data using the 'fit' method on the model objects that have been initialized previously. In this process the model can learn patterns and structures from the training data so that the model can make predictions.

e. Prediction: At this stage the model can be used to make predictions using testing data with the 'predict' method so that the results can then be evaluated and compared with each other.

3.6 Evaluation Model

After the model predicts default on the cooperative dataset using all existing attributes, it is then repeated by reducing several attributes in the dataset to find out other results to compare using metrics such as accuracy, precision, recall, and f1-score to evaluate performance, and the model's predictive capabilities. From the results of this evaluation, the model with the best performance can be identified and selected as the most effective and optimal loan default prediction model for predicting loan default in Savings and Loans Cooperatives.

4. Result and Discussion

The loan default prediction model that has been created by implementing several algorithms with all the attributes is then tested by reducing the attributes that are deemed less influential to find out other results from the model created if the attributes change. The attributes used in this modeling include: (U) age, (S) employment_status, (NK) credit_value, (BK) number_of_installments, (TP), total_loan, (SP) remaining_loan, (GB) failed_to_pay. In this test, the attributes of the ready-made dataset were changed into three datasets with different attributes in them with the following details:

a. Dataset_1: U, SB, NK, BA, TP, SP, GB

b. Dataset_2: SB, NK, BK, TP, SP, GB

c. Dataset_3: NK, BA, TP, SP, GB

The following are the results of model testing with these three datasets:

![Figure 2. Comparison of Evaluation Metrics Dataset 1](image)

![Figure 3. Comparison of Evaluation Metrics Dataset 2](image)

![Figure 4. Comparison of Evaluation Metrics Dataset 3](image)

From the test results above in Figures 2, 3, 4 the results for each model can be described as follows:
A. Model Performance Decision Tree Algorithm

The first model implements the Decision Tree algorithm to build a loan default prediction model. After training the model using training data, the model performance is evaluated using testing data. The following table 1 is an evaluation with effectiveness measurement metrics. The results above show that the model with the Decision Tree algorithm succeeded in achieving the best accuracy of 84% in predicting loan default for a dataset without the 'age' and 'working_status' attributes.

<table>
<thead>
<tr>
<th>No.</th>
<th>Attributes on the dataset</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>U, SB, NK, BA, TP, SP, GB</td>
<td>0.8153</td>
<td>0.4166</td>
<td>0.5</td>
<td>0.4545</td>
</tr>
<tr>
<td>2.</td>
<td>SB, NK, BA, TP, SP, GB</td>
<td>0.8153</td>
<td>0.4166</td>
<td>0.5</td>
<td>0.4545</td>
</tr>
<tr>
<td>3.</td>
<td>NK, BA, TP, SP, GB</td>
<td>0.8461</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
</tr>
</tbody>
</table>

B. Model Performance K-NN Algorithm

Following this, the K-Nearest Neighbors algorithm was employed for the model. Table 2 presents an evaluation of the outcomes derived from the conducted tests. As illustrated in the test results above, all three trials utilizing the K-Nearest Neighbors algorithm yielded identical outcomes, demonstrating consistency even amidst attribute reduction within the dataset. Notably, the accuracy metric consistently registers at 81%, specifically 0.8153, underscoring the reliability and robustness of the model's predictive capabilities across varying conditions.

<table>
<thead>
<tr>
<th>No.</th>
<th>Attributes on the dataset</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>U, SB, NK, BA, TP, SP, GB</td>
<td>0.8153</td>
<td>0.3333</td>
<td>0.2</td>
<td>0.25</td>
</tr>
<tr>
<td>2.</td>
<td>SB, NK, BA, TP, SP, GB</td>
<td>0.8153</td>
<td>0.3333</td>
<td>0.2</td>
<td>0.25</td>
</tr>
<tr>
<td>3.</td>
<td>NK, BA, TP, SP, GB</td>
<td>0.8153</td>
<td>0.3333</td>
<td>0.2</td>
<td>0.25</td>
</tr>
</tbody>
</table>

C. Model Performance Logistic Regression Algorithm

Moving forward, the model employing the Logistic Regression algorithm, as delineated in Table 3, underwent evaluation utilizing metrics such as accuracy, precision, recall, and F1-score, both with the entirety of attributes and after attribute reduction. The outcomes depicted above illustrate a remarkable consistency across all metrics, mirroring the pattern observed in the K-Nearest Neighbors model. Notably, akin to its predecessor, the Logistic Regression model exhibited a commendable accuracy rate of 81%, underscoring its efficacy and reliability in predictive performance under varying conditions. This uniformity in results across differing attribute configurations reinforces the model's robustness and underscores its potential for practical application in optimizing cooperative loans.

<table>
<thead>
<tr>
<th>No.</th>
<th>Attributes on the dataset</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>U, SB, NK, BA, TP, SP, GB</td>
<td>0.8153</td>
<td>0.25</td>
<td>0.1</td>
<td>0.1428</td>
</tr>
<tr>
<td>2.</td>
<td>SB, NK, BA, TP, SP, GB</td>
<td>0.8153</td>
<td>0.25</td>
<td>0.1</td>
<td>0.1428</td>
</tr>
<tr>
<td>3.</td>
<td>NK, BA, TP, SP, GB</td>
<td>0.8153</td>
<td>0.25</td>
<td>0.1</td>
<td>0.1428</td>
</tr>
</tbody>
</table>

D. Model Performance Random Forest Algorithm

Then the final algorithm used for the model is Random Forest and the following is table 4 evaluating the results obtained from the tests carried out. The results above show that the model with the Random Forest algorithm succeeded in achieving the best accuracy of 89% for a dataset whose attributes ignored the attributes 'age' and 'employment_status'. The test results are different for each dataset with different attributes. There was a slight increase in accuracy, precision, recall and f1-score values that occurred when attributes that were felt to have less influence were reduced.

Based on the performance evaluation results of the four models used, it can be concluded that the model that implements the Random Forest algorithm produces the best value in predicting loan default on all metrics. The best accuracy of this model is 89%, higher than models using logistic regression algorithms (accuracy 81%), decision trees (accuracy 84%), and k-nearest neighbors (accuracy 81%). This highest value was obtained after making predictions using dataset 3 with the attributes NK, BA, TP, SP, GB. Choosing the right attributes in the dataset can increase the accuracy of the model predictions.

<table>
<thead>
<tr>
<th>No.</th>
<th>Attributes on the dataset</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>U, SB, NK, BA, TP, SP, GB</td>
<td>0.8769</td>
<td>0.6666</td>
<td>0.4</td>
<td>0.5</td>
</tr>
<tr>
<td>2.</td>
<td>SB, NK, BA, TP, SP, GB</td>
<td>0.8769</td>
<td>0.625</td>
<td>0.5</td>
<td>0.5555</td>
</tr>
<tr>
<td>3.</td>
<td>NK, BA, TP, SP, GB</td>
<td>0.8923</td>
<td>0.714</td>
<td>0.5</td>
<td>0.5882</td>
</tr>
</tbody>
</table>
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Achieving high accuracy in predicting loan defaults is paramount for cooperatives to effectively pinpoint high credit risks and implement suitable measures. However, it's crucial to recognize that the selection of the appropriate algorithm hinges on several factors, including the nuances of the dataset, its scale, the complexity of the problem, and the attainable prediction objectives.

Therefore, it is recommended to conduct further experiments and studies to validate these results and consider other factors such as computational time, model interpretation, and related factors. In future research, it is recommended to examine and compare several other machine learning algorithms such as Support Vector Machines (SVM), Naïve Bayes, and/or even with Deep Learning algorithms such as Neural Networks with more complex architectures. Further research will provide a deeper understanding of algorithms for creating the most appropriate loan default prediction models and more detailed guidance for other financial institutions in their lending decisions.

5. CONCLUSIONS

Based on the comprehensive analysis of the test results for each model, it becomes evident that the Random Forest algorithm, particularly when applied to dataset 3, emerges as the optimal choice for predicting loan defaults within savings and loans cooperatives, especially when dealing with relatively small datasets. This algorithm's superiority underscores its robustness and efficacy in handling the intricacies of cooperative loan prediction tasks. Moreover, the importance of attribute selection within the dataset cannot be overstated. The attributes chosen significantly impact the predictive performance of the model. Through meticulous selection and curation of attributes, predictive accuracy can be substantially enhanced. This study underscores the pivotal role played by attribute selection in refining prediction models and highlights the need for careful consideration in this aspect of model development. Furthermore, the research corroborates the effectiveness of attribute reduction strategies in bolstering prediction accuracy. By identifying and omitting attributes deemed less influential or redundant, the model can focus on the most pertinent features, thereby refining its predictive capabilities. This finding underscores the importance of feature engineering and underscores its potential to optimize predictive model performance. In essence, this study provides valuable insights into the intricacies of predictive modeling for loan defaults in savings and loans cooperatives. It not only identifies the Random Forest algorithm as the preferred choice for such tasks but also emphasizes the critical role of attribute selection and reduction in enhancing predictive accuracy. These findings hold significant implications for practitioners in the financial sector, offering actionable strategies to improve loan default prediction models and mitigate associated risks.
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