Implementation of Data Mining at Laboratory Vocational High School Using the C4.5 Algorithm to Predict Students Major Preferences
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ABSTRACT

Education or the learning process is the primary thing for human life. Therefore, a place for acquiring knowledge is established, which is called a school. Schools have their own levels, ranging from early childhood education to higher education institutions. When students enter high school, they are required to make decisions in choosing their majors. Accompanied by technological advancements, the issues in high school major selection can be effectively and efficiently addressed using data mining. Common issues that usually arise include lack of accuracy, precision, and requiring a significant amount of time. Hence, the issues within major selection necessitate the use of data mining, employing the C4.5 algorithm method, to determine the accuracy and precision of large datasets. This research achieved with RapidMiner the result is accuracy score of 94.44%, precision of 81.37%, and sensitivity of 74.00%. Additionally, it also generated a decision tree and with Python has an accuracy of 93% because it automatically rounds the values, so there is no significant difference between the two tools. This proves that the C4.5 algorithm produces fairly accurate performance.
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INTRODUCTION

Education or the learning process is fundamental to human life, as the education system provides extensive knowledge and intellectual enlightenment to the nation's life [1]. Moreover, through education, individuals can develop their potentials with the knowledge and experiences gained in their daily lives [2]. Hence, a place for acquiring knowledge is established, which is called a school, as the creation of schools is highly necessary for the students' future development. Schools have their own levels, ranging from early childhood education to higher education institutions. When students reach high school, they are required to make decisions in choosing their majors [3].

Major selection is a mandatory choice for students who intend to enter the realm of high school [4]. This process assesses and directs students' abilities in developing, enhancing, and deepening the necessary skills and academic values. Usually, students choose their majors based on their interests, academic capabilities, or a sense of curiosity to explore new territories previously unknown to them. Some students might also find themselves uncertain about which major to pursue. Thus, the school should provide guidance and motivation to ensure that students do not make misguided choices. Major selection is highly beneficial in honing students' skills for their future, whether they wish to pursue higher education or embark on careers in their desired fields.

Students who encounter difficulties in selecting a major might be struggling due to lack of self-confidence and poor academic performance [5]. Accompanied by technological advancements, the issues in high school major selection can be effectively and efficiently addressed by utilizing available technology. Common issues that usually arise include lack of accuracy, precision, and requiring a significant amount of time. Therefore, the challenges within major selection necessitate the use of data mining with classification techniques using the algorithm to determine the accuracy and precision of large datasets [6].

In this research, data mining use as process of extracting information or knowledge from large datasets of
student’s major preferences, which will later prove invaluable for analyzing or predicting outcomes in specific future situations with implementing C.45 algorithm [7]. Data mining involves extracting information from a dataset by searching for patterns or specific rules, often requiring a substantial amount of data. It encompasses various techniques, methods, and algorithms, one of which is classification techniques, with decision tree methods commonly known as decision trees.

2. RELATED WORK

In a previous study conducted by [8] describe the prediction of interest in major selection of high school students using Naïve Bayes algorithm and the results showed that with the use of the Naïve Bayes algorithm on student data to predict major preferences, an accuracy rate of 93.75%, precision rate of 83.33%, and recall rate of 100% were achieved [9].

The majors of senior high school students are determined based on test scores, academic score, readiness, and talent. This research [10] focuses on compiling academic scores for science and social knowledge. Different algorithms like C4.5, Naïve Bayes, K-NN, Rule Induction, and others can help with classification. Cross validation and T-Test were used to compare algorithms. Naïve Bayes was found to be the best algorithm with 79.51% accuracy and AUC value of 0.861.

In research [11] explain the utilization of the Naïve Bayes and K-Nearest Neighbor Algorithms for Class XI Student Major Classification. The algorithm applied was Naïve Bayes and K-Nearest Neighbor to compare the highest accuracy values. The data used are 277 records and 4 attributes. The results with the Naïve Bayes Algorithm produced an accuracy of 81.82%, and 55 data out of 277 data were used. Meanwhile the K-Nearest Neighbor algorithm obtained an accuracy of 92.73% with the same amount of data. The results of the best overall algorithm with 1st place are K-Nearest Neighbor and 2nd is Naïve Bayes.

Majoring is an effort to help and guide students in choosing a specialization or major at school with special studies that will be of interest to the student. Based on a survey at SMA Negeri 15 Pekanbaru [12], the process of majoring students had problems such as difficulties experienced by the school in analyzing and evaluating manually when determining student majors one by one. This will of course take up a lot of time and energy. Data Mining there is a catalytic for data analysis, which will later prove to be valuable for analyzing or predicting outcomes in specific future situations with implementing C.45 algorithm [7].

3. METHODOLOGY

This research has flow stages, as shown in Figure 1 below for this research.

![Figure 1. Methodology](image)

3.1 Data Collection

The data used were primary data obtained directly from SMK Laboratory Jakarta, resulting in a total of 544 student data with 7 attributes.

3.2 Data Processing

The training dataset is a set of data used to train or build a model. The validation dataset is used to optimize the model during training. The model is trained using the training dataset, and its performance is tested using the validation dataset. The testing dataset is used to evaluate the model after the training process is complete. This data is unseen, meaning both the model and humans should not have seen these samples during training. It’s important that the training, validation, and testing datasets are representative samples for the given problem.

3.3 Implementation of C.45 Algorithm

The C4.5 Algorithm is one of the classification algorithms. It’s used to determine the accuracy level of predicting large datasets. The algorithm required to build a decision tree is the C4.5 algorithm, as it can generate rules and a decision tree to improve the accuracy of predictions. Some developments of the C4.5 algorithm include handling missing values, dealing with continuous data, and pruning.

3.4 Data Testing with RapidMiner

RapidMiner is a data mining software used for modeling that generates rules or patterns. It can extract and identify information within large datasets. For example, it can aid the process of student major selection using the C4.5 Algorithm.

3.5 Result and Evaluation

The results obtained from this data processing show that there are influencing factors after using RapidMiner. These factors can serve as an evaluation for school management. Its advanced analytics capabilities, serves as a catalyst for data-informed decision-making, ushering in a new era of efficiency and effectiveness in school management practices.
4. Result and Discussion

After conducting interviews with the school authorities, a dataset of prospective students along with their scores was obtained, which constitutes essential data for this research. The following is the dataset of prospective students obtained for the data mining process in data collection.

4.1 Data Collection

Student data.

<table>
<thead>
<tr>
<th>Students Name</th>
<th>Eng</th>
<th>Math</th>
<th>Indo</th>
<th>IPA</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>A Gani Seya</td>
<td>78</td>
<td>81</td>
<td>85</td>
<td>85</td>
<td>Accepted</td>
</tr>
<tr>
<td>Muhammad Iqbal</td>
<td>75</td>
<td>74</td>
<td>82</td>
<td>86</td>
<td>Accepted</td>
</tr>
<tr>
<td>Fajri Abdi</td>
<td>84</td>
<td>91</td>
<td>83</td>
<td>84</td>
<td>Accepted</td>
</tr>
<tr>
<td>Abdillah</td>
<td>88</td>
<td>71</td>
<td>86</td>
<td>87</td>
<td>Accepted</td>
</tr>
<tr>
<td>Abdul Ahmad</td>
<td>78</td>
<td>97</td>
<td>87</td>
<td>88</td>
<td>Accepted</td>
</tr>
<tr>
<td>Adi Syaia</td>
<td>72</td>
<td>60</td>
<td>75</td>
<td>65</td>
<td>No Accepted</td>
</tr>
<tr>
<td>Ade Sufakni</td>
<td>70</td>
<td>66</td>
<td>76</td>
<td>64</td>
<td>No Accepted</td>
</tr>
<tr>
<td>Yogi Akhmad</td>
<td>91</td>
<td>95</td>
<td>85</td>
<td>83</td>
<td>Accepted</td>
</tr>
<tr>
<td>Yossa Faras</td>
<td>78</td>
<td>95</td>
<td>84</td>
<td>86</td>
<td>Accepted</td>
</tr>
<tr>
<td>Yossy Prili</td>
<td>95</td>
<td>85</td>
<td>88</td>
<td>88</td>
<td>Accepted</td>
</tr>
<tr>
<td>Yousa Mariga</td>
<td>86</td>
<td>97</td>
<td>88</td>
<td>88</td>
<td>Accepted</td>
</tr>
<tr>
<td>Yuda Addy</td>
<td>93</td>
<td>96</td>
<td>87</td>
<td>88</td>
<td>Accepted</td>
</tr>
<tr>
<td>Yusril Muzack</td>
<td>71</td>
<td>73</td>
<td>62</td>
<td>81</td>
<td>No Accepted</td>
</tr>
<tr>
<td>Zakaria Lordi</td>
<td>93</td>
<td>92</td>
<td>61</td>
<td>85</td>
<td>Accepted</td>
</tr>
<tr>
<td>Zaky Alatief</td>
<td>72</td>
<td>74</td>
<td>84</td>
<td>81</td>
<td>Accepted</td>
</tr>
<tr>
<td>Zalfar Azri</td>
<td>76</td>
<td>73</td>
<td>82</td>
<td>60</td>
<td>No Accepted</td>
</tr>
<tr>
<td>Zuldan</td>
<td>97</td>
<td>63</td>
<td>90</td>
<td>80</td>
<td>Accepted</td>
</tr>
<tr>
<td>Zulkifli Farihan</td>
<td>94</td>
<td>95</td>
<td>88</td>
<td>84</td>
<td>Accepted</td>
</tr>
</tbody>
</table>

4.2 Data Processing

Data selection from prospective students at Laboratory Vocational Schools used in this research were 544 datasets. The student data table shows the variables contained in the dataset, including academic scores, interview tests and health tests. This major prediction will be useful for schools in determining the appropriate major for prospective students. Once the data has been collected completely, the next step is to ensure that there are no copies of the data and ensure that the data contains values or is not empty so as not to hinder the classification process. The data transformation carried out is in the form of an excel file so that it can be operated directly into the RapidMiner application.

4.3 Implementation of C.45 Algorithm

Data testing was carried out with the RapidMiner application. The following steps are carried out during

<table>
<thead>
<tr>
<th>Subject</th>
<th>Accepted</th>
<th>No Accepted</th>
<th>Entropy</th>
<th>Gain</th>
</tr>
</thead>
<tbody>
<tr>
<td>English &gt;70</td>
<td>492</td>
<td>31</td>
<td>0.3245539</td>
<td>0.0416916</td>
</tr>
<tr>
<td>English &lt;70</td>
<td>10</td>
<td>11</td>
<td>0.9983636</td>
<td></td>
</tr>
<tr>
<td>Math &gt;70</td>
<td>499</td>
<td>27</td>
<td>0.2647693</td>
<td>0.0869414</td>
</tr>
<tr>
<td>Math &lt;70</td>
<td>15</td>
<td>15</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Indo &gt;70</td>
<td>489</td>
<td>28</td>
<td>0.3038064</td>
<td>0.0539455</td>
</tr>
<tr>
<td>Indo &lt;70</td>
<td>13</td>
<td>14</td>
<td>0.9990102</td>
<td></td>
</tr>
<tr>
<td>IPA &gt;70</td>
<td>476</td>
<td>25</td>
<td>0.2859728</td>
<td>0.0523604</td>
</tr>
<tr>
<td>IPA &lt;70</td>
<td>26</td>
<td>17</td>
<td>0.9681647</td>
<td></td>
</tr>
</tbody>
</table>

4.4 Data Testing with RapidMiner

After carrying out the calculations manually, the next stage is testing the data in the RapidMiner software using the same dataset as the manual calculations. The following is how to apply student data to the RapidMiner application.

The next stage, drag the Decision Tree operator and apply the model to the Main Process. This Apply model is used as a prediction on training data and as a link between the Decision tree operator and Performance.

Before adding the Performance operator. Click run to see the prediction results. In the following image you can see the difference between "Results" based on original data and based on predictions that have been split into the data.

To test the accuracy of predictions, you need the Performance operator and select accuracy which is useful as a counter to the accuracy of the data.
Decision tree results and calculation of prediction accuracy on data.

**Figure 6. Tree Result Display**

![Decision Tree Image]

**Figure 7. Details Parameter Display**

![Parameter Details Image]

### 4.5 Result and Evaluation

Based on the results of applying the data set using the C4.5 Algorithm in the RapidMiner application, it was found that the "Number of values" is the root of the decision tree. After calculating all the variables, Mathematics is found which is the root tree (node). Then roles are formed in the decision tree. The list of rules is as follows:

**Tree**

- **Mathematics**
- **Number of values**
- **Physics**
- **Chemistry**

**Figure 8. Tree Result Display**

![Decision Tree Image with Rules]

Next, accuracy, precision and recall results are needed to test the data prediction results. Following are the test results:

a. **Accuracy**, the resulting predictions are TPN (Positive and Negative) Based on the overall data, "What percentage of prospective students have been predicted to be accepted or not accepted from the total?" Accuracy results have been obtained, namely 94.44%.

**Figure 9. Accuracy Result**

b. **Precision**, the resulting prediction is Positive "What percentage of prospective students were correctly not accepted out of the total predicted to be accepted and not accepted?" The precision result is 81.37%.

**Figure 10. Accuracy Result**

\[
\text{Precision} = \frac{TP}{TP + FP}
\]

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN}
\]

\[
\text{Recall} = \frac{TP}{TP + FN}
\]

c. **Recall**, the resulting prediction is Positive "What percentage of prospective students are predicted to be accepted and not accepted compared to the total number of prospective students who are not accepted?" The recall result is 74.00%.

**Figure 11. Accuracy Result**

Next, you can see the data display because of the comparison between the prediction results and the data set below.

**Figure 12. Overall Results of Split Data**

The following are prediction results that are in accordance or correct with the data set.

**Figure 13. Appropriate Data Results**

The following are prediction results that do not match or are wrong with the data set.

**Figure 14. Inappropriate Data Results**

### 4.5.1 Decision Tree

The following is the result of a decision tree using Python with the first node having a gain value of 0.132, a samples value of 380 and a velocity value of 353.27. This analysis sets the stage for further exploration, refinement, and interpretation, empowering data scientists to harness the power of decision trees for predictive modeling and actionable insights.

The results of the research that has been implemented and described in applying the C4.5 Algorithm to determine the prediction of majoring patterns at the Jakarta Laboratory Vocational School, the researcher can conclude that by applying the RapidMiner and Python applications, the RapidMiner Software produces an accuracy of 94.44%, with a precision of 81.37% and a recall of 74.00% and Python has an accuracy of 93% because Python automatically rounds the values so there is no significant difference between the two tools, so this proves that the C4.5 Algorithm produces quite accurate performance.
5. CONCLUSIONS

Based on the results of the research that has been carried out, it can be concluded as follows. Using Rapidminer software and using the k-means algorithm with sales data for 11 months with calculations carried out to produce 5 clusters. Based on the comparison results of 3 K-means algorithms with different K values, namely 3, 4, 5, the result from Davies Bouldin with a value close to 0 is the value with K 5, with the result from Davies Bouldin being -0.912.
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