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Abstract—Accurate targeting in social assistance distribution is crucial to ensure aid reaches eligible recipients and to prevent inequality 

or inefficiency. This study implements the Neural Collaborative Filtering (NCF) approach to recommend social assistance recipients by 

integrating dynamic poverty parameters. The NCF method was selected for its ability to combine Generalized Matrix Factorization 

(GMF) and Multi-Layer Perceptron (MLP) to capture complex non-linear relationships in multidimensional data. The dataset consists 

of 845 records of assistance recipients from Cijulang Village, Ciamis District, covering features such as employment, income, health, 

and previous assistance history. Data preprocessing includes cleaning, label encoding, one-hot encoding, and an 80:20 training–

validation split. The NCF architecture employs embedding layers (dimension 32), MLP hidden layers (128–64–32 neurons), and an 

output layer integrating GMF and MLP components. Model performance was evaluated using Root Mean Square Error (RMSE) and 

Mean Absolute Error (MAE). Results show the model achieved an RMSE of 0.63 and MAE of 0.47 on training data, but overfitting 

occurred with a validation RMSE of 1.40 and MAE of 1.24. These outcomes indicate the need for hyperparameter optimization, 

including regularization and dropout tuning, to improve generalization. Overall, this study demonstrates NCF’s potential to enhance 

accuracy and transparency in social assistance recommendations, promoting fairer aid distribution and reducing social jealousy 

through data-driven decision making. It also contributes methodologically by adapting NCF to support decision systems in the public 

sector.. 
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I. INTRODUCTION 

Background study This focus on usage system 

recommendation in determine recipient help social in a way 

more accurate and efficient. In the selection process recipient 

help social, often happen mismatch challenges in the sector 

social covers giving help social by the Ministry of Social 

Affairs, Social Services to the Village. Poverty data Keep 

going increase and determination priority recipient help often 

difficult done with right. Therefore that, development system 

recommendation required for facilitate taking decision in 

distribution appropriate assistance. According to, usage 

collaborative filtering method in system recommendations on 

furniture stores proven effective for give recommendation 

suitable product to users, so that increase satisfaction users. 

Therefore that, development system recommendation for 

assistance programs social will help overcome problem in 

fragmented data management as well as determine priority 

recipient help with accurate. With apply collaborative 

filtering method, system recommendation This capable 

analyze pattern as well as preference from user [1] 

Use of collaborative filtering in system recommendation 

can customized with preference user with high relevance to 

the system recommendations. For finish problem said, can 

take solution with development system possible 

recommendations give advice to the community that accepts 

help social.  

In general, the system recommendation categorized based 

on the model that can applied, namely collaborative filtering, 

content-based filtering, and systems recommendation hybrid, 

[2]. 

Role main collaborative filtering in system processes 

recommendation is method most frequent filtering applied in 

data filtering on the system recommendations. However, the 

system recommendation conventional CF - based generally 

use approach regression that only give estimation mark 

without information about reliability. However, in context 

help social, transparency and accountability become very 

important. The Neural Collaborative Filtering Model, as 

proposed in research [3], 

give solution creative with unite prediction mark as well as 

reliability. This model utilizes embedding layer for convert 
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recipient ID and criteria help, then process it via Multilayer 

Perceptron (MLP) to produce distribution probability every 

category assistance. As a result, the system No only 

recommend candidate recipient, but also provides a 

recommendation level the help that will be they accept. 

Therefore that, the research that will be done aiming for 

develop system recommendation with utilizing the neural 

collaborative filtering model, to increase accuracy as well as 

integrating dynamic parameters from changes in poverty data 

to in the model through the embedding layer. This is expected 

can overcome lack from study previously only using the 

collaborative filtering model or system recommendation 

conventional which is only give ratings to recommended 

objects [ 4]. 

II. METHODOLOGY 

At the stage This covering data collection, data 

preprocessing, modeling, and deployment that can see in the 

illustration in figure 1. 

 

 
Fig. 1. Methodology Study 

 

At the stage This gather information needed for study This 

source required references from various Library sources in the 

form of book, thesis. Journal scientific, and related articles 

with Neural Collaborative Filtering recommendation system, 

as well as implementation algorithm that is capable of 

implementing a recommendation system 

Data Collection Techniques for get information or the facts 

needed in study This There is Several data collection 

techniques used in research This including: 

 

A. Observation  

At the stage This do observation in a way direct to field to 

research. Activities observation done direct for get 

information about help social in Cijulang Village, 

Observation This will focus to distribution help social as well 

as services available in Cijulang Village, and looking for 

information ongoing problems faced in giving help social in 

Cijulang Village 

 

B. Follow up Survey 

At the stage second from this data collection that is use 

Follow up survey method, follow up survey conducted about 

look for category addition regarding the poor for need in 

research, at the time after observation done, to fulfil need in 

do study at a time for know-how Community experience 

regarding distribution social assistance 

At the data preprocessing stage, this is a step in building a 

Neural Collaborative Filtering model because data quality is 

very influential to Model performance. This process covers A 

series of techniques that can used that is. 

• Data Cleaning is stages from data cleaning of lost data 

that can be replaced by with mean, median, mode and 

values cleaning from duplication of data that is not 

required 

• Data integration combines data from various source 

• Data Transformation is data transformation that can 

used in data preprocessing normalization with Change 

the Data feature Scale to the smallest 0 and 1 

• Data reduction reduces amount feature or data 

dimension without lost information important so that 

analysis become more efficient 

• Data splitting divides data into some sets for training, 

validation testing for evaluation 

Following stages from preprocessing to prepare data so that 

the data used is quality data [ 5]. 

After do data collection and data preprocessing, then 

furthermore done modeling, in modeling This use Neural 

Collaborative Filtering method. The structure for building a 

Neural Collaborative Filtering model can see in illustration in 

figure 2 [ 6]. 

 

 
Fig. 2. NCF architecture 

 

The input layer is part First from the usual NCF Method 

process consists of from User ID and Item ID implementation 

his as following implementation for input on the user layer 

and the item layer to be represented into an MF and MLP 

vector for users and items, more later his will become an input 

for GMF, and MLP [7]. 

At the stage furthermore after There is results 

representation from user and item to produce MF user vector, 

MLP user vector and MF item vector, MLP item vector 

embedding layer is used for convert categorical input user id 

and item id into Continuous Vector with Dimensions low. 

And the purpose of this embedding layer for reduce data 

dimensions so that the model does not need handling big data 

as well as catch connection between user and item in room 

dimensions that more small and more efficient and increase 

model performance in predict user and item interactions. 

After the process in the Embedding Layer, where the user ID 

and item ID are converted become vectors continuous 

dimensional low (namely: MF user vector, MLP user vector, 

MF item vector, and MLP item vector), stages furthermore is 

processing interaction between vector user (user vector) with 
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item vector (item vector) there are objective layer interaction 

as following 

• Merge or bring together representation vector from 

users and items for catch pattern interaction they. 

• Produce representation combination (interaction 

vector) that will used as input for prediction more 

continue [ 8]. 

 

After the interaction process between vector users and 

items completed, results from Layer Interaction then 

forwarded to the Output Layer or often also known as 

Prediction Layer. The main purpose layer This is for produce 

prediction end, for example: 

• Probability that user will like / interaction with an item. 

• Rating value predicted by users to the item. 

• Or score relevance used for determine which items are 

recommended [9]. 

III. RESULT 

A. Data Collection 

Research data This take from the poverty data in the village 

database the river as many as 900 souls whose contents like 

example in table 1 below. 

 

TABLE I. INITIAL DATA ON POOR COMMUNITIES 

  
 

Following is example of initial data obtained from poverty 

data collection in Cijulang Village due to the data Not yet 

Enough For build a Neural Collaborative Filtering model 

where Neural Collaborative Filtering is the method that will 

be used in research This furthermore done Follow Up Survey 

method for obtain the necessary data for building a 

recommendation system with Neural Collaborative Filtering 

method 

Follow up Survey is canal from data retrieval that has been 

done, which will carried out using the follow up survey 

method, namely complete the data of poor people with follow 

method activity giving benefit for poor people in the Non- 

Cash Assistance program, coordinate to Each RT and RW 

coordinates with the poor communities in their area with the 

Village Head in the area his. 

 

TABLE II. FOLLOW UP SURVEY RESULTS 
Us
er_ 

id 

Name Addr
ess 

Hea
lth 

Occup
ation 

Inco
me 

ite
m 

_i

d 

Type 
of 

assist

ance 

Hel
p 

rati

ng 

1 Aah Desa 

Cijul

ang 

5 Wiras

wasta 

2000

000 

1 BPNT 5 

2 Aan 
Dawr

an 

Desa 
Cijul

ang 

4 Buruh 1000
000 

2 PKH 4 

3 Aan 
Hodij

ah 

Desa 
Cijul

ang 

2 Wiras
wasta 

3000
000 

2 PKH 4 

4 Aan 
Safri

n 

Desa 
Cijul

ang 

4 Wiras
wasta 

1500
000 

2 PKH 3 

5 Abdu

l 

Desa 

Cijul
ang 

2 Wiras

wasta 

2000

000 

3 BPNT 2 

6 Abdu

llah 

Desa 

Cijul
ang 

5 Wiras

wasta 

2500

000 

1 BPNT 4 

 

Follow up survey results data available addition about 

criteria poor communities in the form of Health, Employment, 

Income, Item_id, Type of Assistance, and Assistance Rating 

and the total data that has been obtained There are 845 data 

on poor people. 

B. Data Preprocessing 

Mapping Data with Initial Dataset consists of from 900 

rows about information resident along with type help the 

social support he receives. Each row represents One entry user 

-item, namely connection between residents (users) with type 

help certain (items). Features main in the dataset includes: 

• User_id: Unique id Resident. 

• Name, Address, Health, Occupation, Income: is 

Information demographics and population economics. 

• item _id: unique id of Item 

• Type of assistance: Type of assistance received 

• Help_rating: Rating to help mentioned (for example 

from 1–5). 

For make it easier processing numeric, user_id in 

conversion become index numeric (user_index), conversion 

This done with method create user_id mapping to order 

number start from zero, same as it is for mapping items as the 

result 

user_id user_index 

0 1022726 0 

1 1022590 1 

item_id item_index 

0 1 0 

1 1 0 

2 3 1 

Amount user unique in the dataset is 900, so that index 

maximum used is 899. This step is very important Because 

Lots machine learning algorithms work better and faster with 

representation numeric simple like index than text ID or 

numeric random. This process helps simplify representation 

of items in the model and maintaining data format 

consistency. 

A number of feature categorical such as Name, Address, 

and Occupation No can direct processed by machine learning 

algorithms because shaped text. Therefore that, Label 

Encoding is done, namely technique change string value 

becomes number round 
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Fig. 3. User Label Encoding Results 

 

 
Fig. 4. Item Label Encoding Results 

 

Every category given number unique. For example, " Self 

Employed " might get code 6, while "IRT" gets code 2, and 

so on. Label Encoding allows the model to reading and 

processing categorical data without remove information 

semantics. 

Although Label Encoding has been converting text to 

numbers, there are possibility that the model will wrong 

conclude that category with number more tall own mark 

bigger. For prevent problem in this case, One-Hot Encoding 

is applied to the feature category such as Name, Address, and 

Occupation. The output of one-hot encoding is making 

column addition for every category, which has a value of 0 or 

1 (binary). Sure! Go ahead. give the text you want to 

paraphrase. 

 

 
Fig. 5. One Hot Encoding user results 

 

 
Fig. 6. One Hot Encoding Item Results 

 

After do one hot encoding stage, label encoding and data 

mapping, then perform data splitting for divide the data into 

train data and validation data. 

  
Fig. 7. Split Data Results 

C. Modeling 

1) NCF Model 

After perform further data preprocessing Neural 

Collaborative filtering model creation This model creation 

done on google collab results from modeling his Can seen in 

figure 8 below: 

 

 
Fig. 8. NCF Model Results 

This NCF model user_input_mlp and item_input_ mlp: 

Input layer for receive user ID (community) and item ID 
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(help) social). Output shape (None, 1). Next enter to 

Embedding layer user_embedding_mlp and 

item_embedding_ mlp: Embedding layer for convert user ID 

and item ID to vector continuous with dimensions low (32-

dimensional). Output shape (None, 1, 32). Continue entering 

into the Interaction of flatten_2 and flatten_ 3 layers: This 

layer changes the output embedding form from (None, 1, 32) 

to (None, 32). 

mlp_concatenate: Merge user and item embedding vectors 

become One vector with form (None, 64). 

mlp_dense_1, mlp_dense_2, mlp_dense_3: A series of 

Dense layers for processing vector combination: 

mlp_dense_1: Input (None, 64) → Output (None, 128) 

mlp_dense_2: Input (None, 128) → Output (None, 64) 

mlp_dense_3: Input (None, 64) → Output (None, 32) 

  user_embedding_gmf and item_embedding_gmf: 

Embedding layer for GMF branch. 

gmf_multiply: Do multiplication element by element 

between user and item embedding vectors, generating vector 

with form (None, 32). 

final_dense: Dense Layer for processing vector 

combination from GMF and MLP branches, resulting in 

vector with form (None, 64). 

final_dropout: Layer Dropout for prevent overfitting 

final_output: Last Dense Layer For produce prediction end 

with form (None, 1). 

In the embedding layer the total parameters generated 

user_embedding_mlp: 27,040 parameters (count unique user 

× embedding dimension = 845 × 32) and for its items 96 

parameters (number of unique items × embedding dimension 

= 3 × 32), MLP Branch with Dense layer activation produces 

the first Dense Layer with 128 units, resulting in vector with 

shape (None,128). Parameters: 64×128+128=8,320, Second 

Dense Layer with 64 units, resulting in vector with shape 

(None,64). Parameters: 128×64+64=8,256. The third Dense 

layer with 32 units, resulting in vector with shape (None,32). 

Parameters: 64×32+32=2,080. Last Dense layer before 

dropout, resulting in vector with shape (None,64). 

Parameters: 64×64+64=4,160, last Dense Layer For produce 

prediction end with form (None, 1). Parameters: 64×1+1=65, 

so the total feasible parameters tested on this NCF model A 

total of 77,153 were trainable. 

 

2) Model Evaluation. 

 After formed the structure of this NCF model furthermore 

testing and evaluation on the NCF Model, the testing carried 

out use RMSE and MAE methods, in model testing have 4 

inputs for testing among them, gmf_input (user, item) and 

mlp_input (user, item). 

 

 
Fig. 9. Test Results Table 

 

In the table results evaluation show testing with using MAE 

and RMSE with amount testing 20 Epoch shows that Loss 

value: Loss value on training data decrease in a way 

significant from 1.3231 (Epoch 1) to 0.8310 (Epoch 17), 

indicating that the model is increasingly Good in minimize 

error prediction during training. Val_Loss: Validation loss 

value still high and fluctuating, starting from 2.8715 (Epoch 

1) and only down to 2.4889 (Epoch 17). This is showing 

potential for overfitting, where the model is too specific 

studying training data and less capable generalize new data. 

 

 
Fig. 10. Training and Validation Loss 

 

And evaluation using MAE and RMSE with MAE (Mean 

Absolute Error) value: MAE decreases from 0.5743 to 

0.4687, indicating improvement accuracy prediction with 

reduction error absolute average of ~18%. Val_Loss: 

Validation loss value still high and fluctuating, starting from 

2.8715 (Epoch 1) and only down to 2.4889 (Epoch 17). This 

is showing potential for overfitting, where the model is too 

specific studying training data and less capable generalize 

new data. 
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Fig. 11. MAE Training and Validation 

 

Val_MAE and RMSE (Root Mean Square Error): RMSE 

goes down from 0.7602 to 0.6332, indicating that variation 

error predictions are also increasing decreased. Val_RMSE: 

Both metric validation No show trend consistent decline. For 

example, Val_MAE at Epoch 9 reached 1.2125, however 

increase return to 1.3004 in Epoch 18. Val_RMSE also 

fluctuates around 1.42–1.49, indicating instability prediction 

on validation data. 

 

 
Fig. 12. Training and Validation RMSE 

 

Implementation System Recommendation For help social 

is stages that aim for give recommendation appropriate 

assistance with designing the model that has been made, after 

training on the NCF model deployment of the Neural 

Collaborative Filtering model which has been designed will 

made into a web information with using the Streamlit 

framework with the web name " SIREKOM-BS" system 

recommendation help social. 

 

 
Fig. 13. Home Page 

On the page home page This will display information 

distribution from residents who have ever get help social Can 

seen in figure 14 regarding distribution type assistance 

available in the Cijulang Village Community. 

 

 
Fig. 14. Population Data Page 

  

On the Population Data menu This give information about 

Who only that has been get help social, as for the uses from 

the population data menu This is so that residents who have 

accept help No can accept help others. so that the problem 

jealousy social between communities can reduced, and in the 

population data menu Can add population, edit population, 

and remove resident. 

 

 
Fig. 15. Population Recommendation Page 

On the Recommendation Menu Page aiming for give 

recommendation help to the Community in submission help 

to village cijulang which will be later his will get relevant 

recommendations with his condition. 

IV. CONCLUSION 

Based on results research and development system 

recommendation recipient help social use Neural 

Collaborative Filtering (NCF) method, can take a number of 

conclusions as following: 
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The NCF model is successful produce prediction 

recommendation help social based on demographic data and 

preferences society. With utilizing embedding layers, this 

model capable represent characteristics society and types help 

in form vector numeric which then processed through 

Multilayer Perceptron (MLP) and Generalized Matrix 

Factorization (GMF) architectures. 

Evaluation results show that the model is capable produce 

prediction with RMSE value of 0.6332 and MAE of 0.4687 at 

the 17th epoch. Although there are fluctuations in the 

validation data that indicate potential overfitting, model 

performance on training data shows positive trend. 

With existence embedding representation, the model can 

catch change poverty data pattern in a way more responsive. 

This is helping Cijulang Village in determine priority 

recipient help in a way more objective and transparent. 

After the model is trained and evaluated, the system 

realized in form web application. Application This make it 

easier officer village and also service social in: 

• Enter candidate data recipient help. 

• View the list of recommendations help social. 

• Tracking history reception help. 

Different with researches previously focused on the 

business domain or entertainment (such as movie 

recommendations or product), research This try applying 

NCF to context social, namely in the aid program social. The 

results show that approach This worthy developed more carry 

on. 
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