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Abstract— E-commerce in Indonesia is growing very quickly every year. The Ministry of Communication and Information 

(KEMKOMINFO) stated that Indonesia is the 10th largest e-commerce growth country with score 78%. One of the effects from 

increasing number of internet users in Indonesia is the mushrooming of shopping activities through internet media. This causes internet 

users want everything that instant and easy. Knowing this, most business people use it to market their products, especially in the field 

of goods and services. As it grows, e-commerce becomes easier to use and download. One example of an e-commerce application that is 

in great demand is Shopee and can be downloaded via the Google Play Store. Google Play Store has a review feature which contains 

user comments about the downloaded apps. Sentiment analysis is carried out to extract information related to Shopee E-commerce. 

The Naïve Bayes Classifier algorithm is suitable for use in sentiment analysis because this algorithm is purposeful as a classification 

method into positive and negative categories. The data was used from November 2022 to January 2023. From a total of 4902 review 

data obtained, after going through preprocessing, translation and then classification, the total data is obtained that is 4849 review data. 

From the data obtained it is classified 2348 positive reviews, 1259 neutral reviews, and 1242 negative reviews. Based on the results of 

the naive Bayes classifier method and testing with the confusion matrix, an accuracy value of 79% has been obtainednprecision 77%, 

recall 86%, and f1-score 81% on positive sentiment with support 2127. For neutral sentiment with an accuracy value of 83%, precision 

87%, and recall 85% with support 1209, while for negative sentiment is with an accuracy value of 78%, precision 64%, and recall 70% 

with support 1513. From this data it is obtained micro AVG values for precision 80%, recall 79%, f1-score 79%, and support 4849, 

then for weighted average for precision 79%, recall 79%, f1- score 79%, and support 4849. 
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I. INTRODUCTION 

The rapid development of technology can make it easier for 

people in various aspects of life. The constantly growing 

technology produces huge amounts of data which can provide 

useful and useful information when it can be processed and 

used [1] The number of active Internet users today makes the 

amount of data that can be generated also huge. With big data 

technology can help in the processing of large, large, and 

complex data so that the data that has been processed can give 

useful information [2].  

E-commerce in Indonesia is growing very quickly every 

year. The Ministry of Communication and Information 

(KEMKOMINFO) stated that Indonesia is the 10th largest e-

commerce growth country with growth of 78% and is ranked 

1st. This cannot be separated from the facts that the number 

of internet users in Indonesia continues to increase. Based on 

the results survey of the Indonesian Internet Service Providers 

Association (APJII), internet users in Indonesia it will reach 

215.63 million people in the 2022-2022 period. That amount 

an increase of 2.67% compared to the previous period which 

was 210.03 million users, and with this achievement 

Indonesia is ranked 4th in this world [3][4]. 

Google has a service called Play Store which provides 

digital content such as games, applications, films, music and 

books in various categories. One of the features found in the 

Play Store is the rating and review feature where users of 

products from the Play Store can give their opinions on the 

products they have used [3]. One of the e-commerce 
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applications available on the Play Store is Shopee. Shopee is 

an application used to carry out online buying and selling 

processes that can be used via smartphone. Shopee is a 

popular marketplace application, where in 2020 Shopee 

became the most clicked e-commerce application in Indonesia 

[5]. 

Sentiment analysis is a process carried out to provide 

information contained in unstructured datasets. This process 

is a computational process that is carried out by 

understanding, extracting and processing data in textual form 

automatically so as to obtain information contained in a 

person's opinion or behavior [3]. Sentiment analysis is useful 

for finding out whether users respond well or not to a product 

by extracting text from a review for knowing user emotions 

[6][7][8]. 

The research entitled "Classification On Categories Of 

Public Responses On Television Programs Using Naive 

Bayes Method" classifies public responses to programs on 

television. The results of this research show that of the 326 

data that have been used as datasets with a percentage of 80% 

of the training data and 20% of the test data, it produces an 

accuracy value of 82%. [9]. Apart from that, research was 

carried out to analyze public opinion sentiment towards JNE 

expedition services using the Naive Bayes algorithm which 

produced an accuracy value of 85%, precision 78% and recall 

67%. [10]. Research on sentiment analysis of anti-LGBT 

campaign cases in Indonesia comparing the Naïve Bayes, 

Decision Tree and Random Forest algorithms. Produces an 

accuracy value for Naïve Bayes of 86.43% accuracy, where 

the accuracy is higher than other algorithms, Decision Tree 

and Random Forest, which is 82.91% [11]. Research was 

carried out by comparing the Naïve Bayes and Decision Tree 

algorithms for analysis. Public sentiment towards COVID-19 

vaccination in Indonesia shows that public opinion tends to be 

negative and the best algorithm in this research is the Naïve 

Bayes algorithm with an accuracy of 100.00%, while the 

Decision Tree algorithm produces an accuracy of 50.39% 

[12]. 

This research will be carried out using the Naïve Bayes 

algorithm with Google Colaboratory tools to carry out 

sentiment analysis on one of the e-commerce applications, 

namely Shopee. It is hoped that this research can help provide 

information about the sentiment contained in reviews given 

by customers about the application. 

II. MATERIALS AND METHOD 

 The methodology in a research has guidelines in 

the form of a research flow or steps so that the expected results 

are in accordance with the initial objectives. The research 

methodology has a structured and appropriate flow design. 

The plot design in this research can be seen in Figure. 1 

following 

 

 

 

 

 

 

 

 

 

 

Fig. 1 Research Stages 

A. Literature Study 

The literature study stage is carried out to collect 

information and references from journals or scientific works 

related to concepts and theories regarding Sentiment 

Analysis, Naive Bayes Classifier, Preprocessing and others 

related to research. 

B. Data Collection 

This research uses a dataset of 4902 dataset obtained from 

e-commerce applications Shopee on the Google Play Store 

website. Dataset retrieval was carried out by Web scrapping 

from the Google Play Store using the Python programming 

language 

C. Preprocessing 

At this stage, data selection and cleaning of the review 

data that has been taken will be carried out. The following are 

the stages of the preprocessing process: 

 

1) Cleaning 

At the cleaning stage, a process will be carried out to 

remove punctuation marks and unnecessary characters 

such as periods, commas, question marks, exclamation 

marks, emojis, as well as removing irrelevant 

characters. 

2) Tokenization 

At this tokenization stage, a sentence from the review 

will be separated into chunks of words before being 

analyzed further. 

3) Case Folding 

In the case folding stage, a collection of review 

sentences will be changed to all lowercase letters. 

Literature Study 

Start 

Visualization 

Classificasion 

Data Collection 

Prepocessing 

Testing 

Translate 
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4) Filtering or Stopwords Removal 

The filtering stage will carry out the process of 

eliminating words that have no meaning or stop words 

in order to focus on words that are more meaningful. 

In this way, the classification process will be faster and 

more efficient because the number of words processed 

will be fewer. 

5) Stemming 

At this stage, we will change the words with affixes 

into base words. 

D. Translate 

After the preprocessing stage is carried out, stage next is 

translating the review data in Indonesian into an English 

review. The translation stage is carried out because the next 

stage will use the textblob library which uses English. 
 

E. Classification 

After the translation stage is carried out, the review data 

classification stage continues. At this stage the sentiment 

labeling process is carried out and will produce a polarity 

score. The method used at this stage is the Naive Bayes 

Classifier. 

Algorithms that use the concept of chance or what is 

usually called the probability used in classification for 

sentiment analysis it is called as a Naive Bayes Classifier. 

Naive Bayes Classifiers are also included in the algorithm 

easy to use and simple and can predicting an event based on 

the results from classification well [13]. Following is a 

formula for the calculation equation of value probability of 

Naive Bayes Classifier method: 

 

                       𝑃(𝑋|𝑌) =
𝑃(𝑌|𝑋) 𝑥 𝑃(𝑋)

𝑃(𝑌)
                      (1) 

 

X = Temporary estimate of data from a specific class 

Y = Data with unknown class 

P(X|Y) = Estimated probability of X with conditions Y 

(posterior probability) 

P(X) = Estimated probability of X (prior probability) 

P(Y|X) = Estimated probability of Y with X 

P(Y) = Probability of Y 
 

Information : 

Posterior probability: the possibility that class X exists 

Prior probability: the possibility of the initial sample of class 

Y 

 

F. Visualization 

After each stage and process is carried out,Next is the 

visualization stage. In this research, the visualization stage 

was carried out using the Matplotlib and Wordcloud libraries. 

The output from the wordcloud visualization displays words 

that frequently appear in each sentiment. 

 

G. Testing 

When using a method, you certainly have an idea of the 

method's performance in the data classification process. The 

method used in this research is the confusion matrix method. 

Where the method used to calculate accuracy is by comparing 

the actual classification results with the classification results 

from the method [13]. For actual data classification, this 

research carried out labeling manually to determine the 

polarity. 

Benchmark for the calculation results of the confusion method 

matrix namely Precision, Recall, F1-Score, Macro avg, 

Weighted avg and Accuracy. 

 

1) Precision 

Precision is a visualization of the percentage accuracy of 

the estimation results by the method used. 

           𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝐹𝑃 + 𝑇𝑃
 𝑥 100%                           (2) 

2) Recall 

Recall yaitu visualisasi kesesuaian metode dalam 

mencari ulang sebuah informasi. Recall is a visualization 

of the suitability of a method for re-searching 

information. 

                                  𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 𝑥 100%                      (3) 

3) F1-Score 

F1-Score is a comparison between the average precision 

and recall values of test results. 

 

                 𝑓1 − 𝑠𝑐𝑜𝑟𝑒 =
𝑇𝑃

𝑇𝑃+
1

2
+(𝐹𝑃+𝐹𝑁)

  𝑎𝑡𝑎𝑢                   (4) 

               𝑓1 − 𝑠𝑐𝑜𝑟𝑒 = 2 ∗
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑟𝑒𝑐𝑎𝑙𝑙
                         (5) 

4) Macro avg 

Macro avg is the unweighted average of all F1-Scores 

per class. 

    𝑚𝑎𝑐𝑟𝑜 𝑎𝑣𝑔 =
𝑗𝑢𝑚𝑙𝑎ℎ 𝑛𝑖𝑙𝑎𝑖 𝑓1−𝑠𝑐𝑜𝑟𝑒

𝑗𝑢𝑚𝑙𝑎ℎ 𝑘𝑒𝑙𝑎𝑠
                          (6) 

5) Weighted avg 

Weighted avg is the average of all F1-Scores per class 

taking into account support each class. 

 

𝑤𝑒𝑖𝑔ℎ𝑡𝑒𝑑 𝑎𝑣𝑔 =  € 𝑓1𝑠𝑐𝑜𝑟𝑒 𝑝𝑒𝑟 𝑘𝑒𝑙𝑎𝑠              (7)
∗  𝑠𝑢𝑝𝑝𝑜𝑟𝑡 𝑝𝑟𝑜𝑝𝑜𝑟𝑠𝑖𝑜𝑛 

6) Accuracy 

Accuracy is a visualization of the model's accuracy in 

grouping correctly. 

 

      𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+ 𝑇𝑁

𝑇𝑃 +𝑇𝑁 +𝐹𝑃 +𝐹𝑁 
 𝑥 100%                         (8) 

 

 

III. RESULT AND DISCUSSION 

A. Literature Study 

The stages of literature study carried out produced 

several theories that can be used as references in research. 

 

B. Data Collection 

Data collection was 4902 review data from November 2 

2022 to January 31 2023. After the review data was collected, 

the data collected obtained is converted into tabular data so 

that it is easy to process at the next stage. The data frame 

contains three attributes, the attributes are: 

1) rating: rating contains the number of ratings given by 

the reviewer. 
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2) at : at contains the time when the user made the 

review. 

3) content: content contains content that comes from 

reviews that have been made 

The results of scraping research reviews are presented in 

Figure 2 below: 

 

 
Fig. 2 Scraping Results 

 

C. Preprocessing 

In the preprocessing stage, several stages will be carried 

out, namely cleaning, case folding, tokenization, filtering or 

stopwords removal, and stemming. These stages are carried 

out for cleaning and deleting data from punctuation as well as 

unnecessary symbols such as periods, commas, question 

marks, exclamation marks, removing emojis, and removing 

irrelevant symbols. In the preprocessing stage, you can also 

change all the letters in the review data to lowercase, cut a 

sentence into word fragments, remove stop words, and change 

words with affixes into basic words. 

 
1) Cleaning 

 At this cleaning stage, several characters will be 

removed, periods, commas, exclamation marks, question 

marks, removing emojis, and removing irrelevant symbols. 

Table 1 below is the result of the cleaning stage: 

TABLE I 

DATA CLEANING RESULTS 

Before after 

Sangat membantu 

kebutuhan orang2 yang 

akan belanja karena 

sangat murah, dan mudah 

Sangat membantu 

kebutuhan orang yang 

akan belanja karena 

sangat murah dan mudah 

 

2) Tokenization 

 In the tokenization stage, the NLTK library in This 

research is used to tokenize reviews. This tokenization stage 

is used to obtain break down a sentence from the review into 

the pieces, the pieces in the form of word fragments. Table 2 

below is results before and after going through the process 

tokenization. 

TABLE II 

DATA TOKENIZATION RESULTS 

sebelum sesudah 

Sangat membantu 

kebutuhan orang orang 

yang akan belanja 

karena sangat murah 

dan mudah 

[‘Sangat’ , ’membantu’, 

‘kebutuhan’, ‘orang’, 

‘orang’, ‘yang’, ‘akan’, 

belanja karena ‘sangat’, 

‘murah’, ‘dan’, ‘mudah’] 

 

 

 

3) Folding case 

 In the case folding stage this will change The letters 

contained in the review data are lowercase or lowercase so 

that they are easier to read by computers 

4) Filtering or Remove Stopwords 

 In the filtering stage, we will use the NLTK library 

in Indonesian to make it easier to remove sentences. In this 

research, researchers also added several words that often 

appear in review data such as "yang", "tidak", "untuk" and 

others in order to reduce the occurrence of noise and make the 

data cleaner. 

5) Stemming 

 At this stemming stage we will use stemmer factory 

library to make the process easier. The research objective of 

adding a stemming stage is to be able to make the base word 

of each word in the review data and remove affixes that appear 

at the beginning, insertion or suffix of the review words. Table 

3 below is a comparison before and after the data passes 

through the case stage folding, filtering, and stemming. 

TABLE III 

RESULT OF CASE FOLDING, FILTERING, AND STEMMING 

Before after 

Sangat membantu 

kebutuhan orang orang 

yang akan belanja 

karena sangat murah 

dan mudah 

bantu butuh belanja murah 

mudah 

 

D. Translate 

 After the review data has gone through the 

preprocessing stage, the next step is to carry out the 

translation process of the review data using the translator 

library. Table 4 shows the results before and after going 

through the translation stage. 

TABLE IV 

RESULT TRANSLATE 

Before after 

aplikasi shopeenya bagus  the shopee app is good 

cocok bantu shopee 

mantap gratis ongkir 

 

it's good to help the shopee, 

it's free shipping 

 
 

E. Sentiment Analysis or Classification 

 After the translation stage is carried out on the 

clean review data, the next step is the classification stage. In 

this research, the classification stage was carried out using the 

Naive Bayes Classifier method. 

 Naive Bayes algorithm classification process The 

classifier here is to determine a sentences as a set of positive, 

neutral, or negative based on the larger value of the 

probability calculation from the Bayes formula. If the 

probability of the sentence being classified as positive is 

greater than for negative classification, then the sentence is 

included in the positive classification. If the sentence's 

probability of positive classification is the same as negative 

classification, then it is included in the neutral classification. 

While the opportunity for positive classification is smaller 

than negative classification, the sentence is included in 
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negative classification [14]. Table 5 below is the sentiment 

results from the Naive Bayes Classifier method. 

TABLE V 

SENTIMENT RESULTS WITH NAIVE BAYES CLASSIFIER 

ulasan klasifikasi Klasifikasi 

Naive Bayes 

the bug is really bad, 

i swear, the discount 

is like a long one, it's 

really stingi 

Negatif Negatif 

i really like the 

application because i 

see good stuff, it's 

funny, it's funny, it's 

really good 

Positif positif 

 

  The composition of the classification results using 

Naive Bayes, obtained the following data with the results 

shown in Table 6. 

TABLE VI 

CLASSIFICATION RESULTS USING NAIVE BAYES 

Sentimen 
Jumlah 

Ulasan 

Positif 2291 

Netral 1650 

Negatif 925 

 

 After crawling, preprocessing, automatic labeling with 

TextBlob, and classification with Naïve Bayes, the next step 

is to measure accuracy, precision, recall and F1_Score using 

the Sklearn library in the Python programming language with 

testing data and training data. The test results using Naïve 

Bayes are shown in Figure 3. 

 

 

Fig. 3 Test Result using Naive Bayes 

 

 After all stages have been carried out, next is the 

visualization stage. The output from the visualization stage in 

this research is in the form of a wordcloud. which will display 

images in the form of words that often appear in each 

sentiment. Figure 4 and Figure 5 are wordcloud displays of 

positive and negative sentients: 

 

 
Fig. 4 Wordcloud Positive Sentiment Naive Bayes Classifier 

 

 

Fig. 5 Wordcloud Negative Sentiment Naive Bayes 

Classifier 
 

F. Method Testing 

 At the metric performance testing stage, testing is 

carried out using the confusion matrix method, where 

researchers will compare the classification results carried out 

manually with the classification results that have been 

produced by the model using the Naive Bayes Classifier 

method. Table 7 is the results of classification carried out 

manually which will be compared with the Naive Bayes 

method. The Sklearn library is used to assist the process of 

displaying a classification report from this comparison. In 

building this machine learning model, researchers use a 

measure or what is usually called a metric to find out how well 

the model that has been created performs. Precision, recall, 

f1-score, macro avg, and weighted avg are used for evaluation 

metrics in this classification model. This classification model 

is used because it can show how the model that has been 

created can make decisions in the real world 

TABLE VII 

CLASSIFICATION RESULTS  

ulasan klasifikasi 

the bug is really bad, i swear, the 

discount is like a long one, it's really 

stingi 

Negatif 

i really like the application because i 

see good stuff, it's funny, it's funny, it's 

really good 

Positif 
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 Testing the accuracy results in this research This is done 

by comparing classifications actually with the resulting 

classification results by models. Testing is carried out in this 

way displays the classification report, namely calculating 

accuracy, precision, recall, f1-score, macro avg, and weighted 

avg. Table 8 is the result of the multiclass confusion matrix 

from the naive Bayes classifier method which is the result of 

opinion data which has been converted into numerical data 

and table 9 is the result of the classification report of the naive 

Bayes classifier method 

TABLE VIII 

MULTICLASS CONFUSION MATRIX NAIVE BAYES CCLASSIFIER RESULTS 

Klasifikasi 

TP  

(True 

Positif) 

FP 

(False 

Positif) 

FN  

(False 

Negatif)  

Positif 1819 529 308  

Netral 1047 212 162  

Negatif 970 272 543  

 

TABLE IX 

CLASSIFICATION REPORT RESULTS OF THE NAIVE BAYES CLASSIFIER 

METHOD 

 

 Precision Recall 
FI-

Score 
Support 

Positif 0,77 0,86 0,81 2127 

Netral 0,83 0,87 0,85 1209 

Negatif 0,78 0,64 0,70 1513 

Accuracy 0,79 0,79 0,79 4849 

Macro avg 0,80 0,79 0,79 4849 

Weighted 

avg 
0,79 0,79 0,79 4849 

 

 Based on the results of the classification report of the 

naive Bayes classifier method, if converted into percent form, 

an accuracy value of 79% has been obtained, the precision, 

recall and f1-score values for positive sentiment are 

respectively 77%, 86% and 81% with support of 2127. while 

neutral sentiment is with values of 83%, 87%, and 85% with 

support of 1209, and for negative sentiment it is with values 

of 78%, 64%, and 70% with support of 1513. From the data 

above, the micro average for precision is obtained. 80%, recall 

79%, f1-score 79%, and support 4849, then for weighted 

average for precision 79%, recall 79%, f1-score 79%, and 

support 4849. 

 

IV. CONCLUSION 

This research is a sentiment analysis regarding Shopee 

E-commerce user reviews obtained from the Goggle Play 

Store using the naive Bayes classifier method. Scraping data 

from Google Play Store is stored and then classified into three 

polarities, namely positive, neutral and negative. From a total 

of 4902 review data obtained, after carrying out the 

preprocessing, translation, and then entering the Naive Bayes 

classifier method, the total data obtained was 4849 review 

data with the criteria of 2348 positive reviews, 1259 neutral 

reviews and 1242 negative reviews. Results the performance 

accuracy of the naive Bayes classifier method is 79%. 
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